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FOREWORD

The SSSP documentation is presented in two volumes.
Volume I contains the basic user's manual text and all of the
simulation input and output descriptions as well as a complete
listing of the computer program FORTRAN V source deck.
Volume 1I contains a compilation of statistical data on previous
aircraft, missiles and space systems to serve as background
information and program inputs to the weight/volume portion
of the program.

This report is the first of three documents for Volume I.
Part 2 contains the program operating instructions and Part
3 describes the program output and contains all of the Volume
I appendices.
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SUMMARY

The Space Shuttle Synthesis Program (SSSP) automates the trajectory, weights and
performance computations essential to predesign of the Space Shuttle system for
earth-to-orbit operations. The two-stage Space Shuttle system is a completely
reusable space transportztion system consisting of a booster and an orbiter element.
The SSSP's major parts are a detailed weight/volume routine, a precision three-
dimensional trajectory simulation, and the iteration and synthesis logic necessary
to satisfy the hardware and trajectory constraints.

The SSSP is a highly useful tool in conceptual design studies where the
effects of various trajectory configuration and shuttle subsystem parameters must
be evaluated relatively rapidly and economically. The program furnishes sensitivity
and tradeoff data for proper selectic.. of configuration and trajcctory predesign
parameters. Emphasis is placed upon predesign simplicity and minimum input
nreparation. Characteristic equations for describing aerodynamic snd propulsion -
models and for computing weights and volumes are kept relatively simiple. The
synthesis program is designed for a relatively large number of two-stage Space
Shuttle configurations and mission types, but avoi is the complexity of a completely

generalized computer program that would be unwieldy to use and/or modify.
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1.0 INTRODUCTION

This report pr-vides an engineering discussion and user's document for the Space
Shuttle Synthesis Program (SSSP). The SSSP has been developed to provide a fust

but moderately detailed and accurate tool for Space Shuttle launch vehicle sizing

and performance evaluation, The two-stage Space Shuttle system is a completely
reusable space transportation system consisting of a booster and an orbiter element.
Several preliminary, predesign studies of the system have previously been performed,
yielding baseline coafigurations, sensitivities and some nominal missions and ground-
rules. This data bank of information was utilized as a basis for the development of
the SSSP.

The SSSP couples weight/volume and trajectory computations in one computer
program and provides a proper interface between vehicle design parameters and the
trajectory throughout trade studies for two-stage fully recoverable Space Shuttle
systems. This program was assembled by using the subroutine building-block
approach with the two major subprograms (weight/volume and trajectory) and with
the executive program which acts as the interface between the two major sub-
programs. The executive program, or synthesis driver, provides the iteration
logic and adjustments required fcr consistzncy among the weight, volume, geometry
and trajectory data and mission couctraints. The result is a useful, economical
special-purpose predesign program, which yields trajectory histories and vehi~!z
descriptions with considerable detail and with accuracy sufficient for generating
reliable sensitivity data.

This report discusses the development, structure and usage of SSSP. In
Section 2. 0 the overall organization, engineering development, program options,

and operating modes are described. Section 3.0 contains a discussion of the

1-1
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operational procedures for the program along with a discussion of each subroutine.
Section 4.0 describes the data-deck set up and input parameters. Section 5.0
discusses the output blocks of data and presents a sample case output. Volume II

of this report contains a detailed engineering description of the weight/volume portion
of the computer program along with a compilation of statistical data from which to

draw initial input.
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2.0 ENGINEERING DISCUSSION

This section describes the Space Shuttle mission and vehicle model, discusses the
SSSP rationale, groundrules, methodology and computational flow, aad presents

some guidelines for efficieat program usage.

2.1 MISSION AND VEHICLE MODEL
2.1.1 The Space Shuttle Concept. The two-stage Space Shuttle concept is shown

in Figure 2-1, The two vehicles are mated and launched vertically with the orbiter
element attached in a piggy-back fashion on the booster element. A typical mission
is logistics resupply of an orbital space station.

During the boost phase usually only the booster element engines are
burning. At staging, when the booster element has depieted its main propellants,
the stages separate and the booster performs a glide/decelerate maneuver to
subsonic velocity where the turbojet engines are started and cruiseback is initiated
for a conventional airplane type landing at an airfield usually in the proximity of
the launch site. Subsonic cruise range to the launch site is about 400 nautical miles
for a typical mission. After staging the orbital element engines are ignited and the
stage accelerates to orbit, docks at the space station and transfers par- ngers and
cargo to the station. Any passengers or equipment for return to earth are then
loaded aboardlthe vehicle. A gliding/maneuvering entry into the earth's atmosphere
is made so that the vehicle arrives over the landing site. Turbojet engines are
ignited and the vehicle makes a conventional airplane type landing. Following
visual inspection and minimum refurbishment, the two stages are ready for pay=-
load integration, vertical assembly, refueling and relaunch,

Because the Space Shuttle concept employs msny common hardware items

and features for both stages such as main engines and structure concepts, Space

2-1
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Shuttle has the potential of greatly reduced RLT & E cost., Since there are no throw
away stages, Space Shuttle also has a low recurring cost per launch. In addition,
Space Shuttle has the potential of unrestricted launch azimuth capability. Payload
growth and/or high altitude orbit payloads can be accommodated by using existing

expendable stages such as S-IVB, Agena, Centaur, etc.

2.1.2 Trajectory Profile. To provide a common basis for predesign studies and

to simplify the SSSP development and usage, a baseline ascent trajectory profile was
established. The terminal conditions for the ascent trajectory are perigee injection
into an elliptic parking orbit (usually 50 n. mi. perigee altitude with 100 n. mi. apogee
altitude). This parking orbit provides a reasonable start for space station logistics
and other missions. Insertion at this low altitude provides good performance and
allows an efficient entry trajectory for the booster stage. (The orbiter entry
trajectory is initiated by ratro from orbit and is therefore not dependent on the
ascent trajectory).
The ascent trajectory sequance is as follows:
1. Vertical rise for a specified time (~8-10 seconds)
2. Pitchover (16 seconds)
3. Gravity turn (o= 0 between thrust and velocity vector) maneuver
to booster propellant depletion, stage separation (booster entry
initiated)
4. Orbiter burn with linear cotangent steering (cot ¥ = A+Bt) to perigee

insertion

Seven basic flight simulation sections are available to model this ascent rajectory
profile. A multiplier on the pitch rate during the initial pitchover maneuver is
iteratively determined to yleld a specified flight path angle (or dynamic pressure)

PO
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at stage separation, This separation flight path angle (or dynamic pressure) is chcsen

to yield a near-optimal ascert trajectory, a ''cool'" booster entry trajectory with short

cruise range requirements, and an acceptable environment for stage separation if
necessary.

The orbiter flight is then simulated with the two parameters A and B

(the cotangent of the pitch attitude being linear in time) being determined to yield
specified injection altitude (hf) and injection tlight path angle (Yf) at attainment of
the specified injection velocity (Vf). (The weight iteration necessary to make
propellant expended by the orbiter to achieve Vf agree with the weight-sizing pro~
pellant computations is discussed later). This simplified pitch control program
yields near-optimal performance for a wide variety of vehicle parameters and
yields good convergence properties for the trajectory iterations.

At stage separation the trajectory conditions (Vs R hs, Yo etc) are stored
for use in determining the cruise fuel requirements of the booster stage. This
determination may be accomplished with a number of program options; all of which
are described in detail later and are based on the cruise range requirement for the
mission and Breguet's equation for the fuel required for a constant - L/D cruise.
Subsonic L/D and specific fuel consumption are input constants. The following lists

the options available for determination of the hooster cruise requirements:

1. Stored empirical data for flyback range to tne launch siie as
functions of the trajectory conditions at stage separation and

a constant angle-of-attack entry profile.

2. Flyback range to the launch site as a function of the dynamic

pressure at stage separation.

3. Constant cruise range requirement.
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4, Cruise range requirement as determined by the sum of the range
from liftoff to staging and the instantaneous impact range (conic
solution) from staging.

5. Cruise range required via numerical integration of the equations
of motion for the booster eptry to start of subsonic cruise to specified

landing site.

The booster entry trajectory is therefore not numerically integrated except for the
last option. |

The last option for determining the booster stage cruise fuel requirements
is entiiely user controlled via input and the modeling options available as opposed
to the ascent flight profile which is closely coupled to the weight-sizing iterations
and is therefore constrained to definite modeling control. Eight flight simulation
sections are available to model this entry trajectory profile. The landing site may

be selected with input coordinutes or return to the launch gite as a built-in default - -

option. The booster subsonic cruise flight may be modeled to account for transition

range increments, idle descent cruise fuel losses and final descent fuel losses.

2.1.3 Vehicle Characteristics and Constraints. The fundamental concept of

Space Shuttle is the complete reusability of both stages with the maximum use of
such common hardware items as the main rocket engines. The bcoster and orbiter
engines are essentially the same, although a larger number of engines will be
installed on the bouster than on the orbiter (e.g., 12 booster engines and 2 orbiter
engines) and an extendable skirt may be edded to the o -biter nozzle to improve
vacuum performance. The computation sequence in the SSSP was chosen to best
provide this propulsion system cor nonality. SSSP input specifies the ratio of the
booster to orbiter vacuum ¢hrust, Tb/To' the number engines per stage, and the

thrust and the specific impulses (vacuum and sea level) of each type.

2-5
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Man-rating the vehicle for a wide variety of possible passenger types
imposes a limit on loads (probably 3 to 4 g's). This requires throttling of the rocket
engines during the main burn after a specified axial load is reached. SSSP provides s
this option; maximum loads are specified separately for the booster and orbiter
1tight phases, and the engines are throttled to hold the axiai loads constant after the
limit is aftained.

Structural, dynamic and thermodynamic constraiuts (such as maximum o q
loading, balance, heating, etc.) are not considered in the SSSP. The effects of these
constraints are analyzed externally by monitoring and using SSSP trajectory, weights
and geometry data.

" The SSSP provides for a number of basic options which may be utilized to
constrain the basic vehicle design or to investigate alternative approaches to the
Space Shuttle concept. The following lists the major options provided b; input
control: ’}
Fixed Payioad. Solve for the gross liftoff weight (GLOW).

Fixed GLOW. Solve for the paylcad.

Fixed Orbiter Gross Weight. Solve for the payload or GLOW,

Fixed Orbiter Main Propellant. Solve for payload or GLOW,
Fixed Liftoff Thrust/Weight (T/‘WL O). Solve for the GLOW,

.Cﬂbhwl\?l—l

The first four options assume fixed-size enginea (may constrain thrust levels) in

toth the booster and the orbiter stages whereas the fifth optjon may be used in one

of two modes: (1) common engines in both the booster and orbiter, or (2) "rubbex'"

size booster engines and fixed-size orbiter engines. In both cases the booster .
thrust level is defined by the specified liftoff thrust/wejght and the resulting GLOW.

The SSSP also provides for secondary options which were developed during
the early phases of examining the Space Shuttle concept. The following lists these

O
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secondary options provided by input control:

1. Fixed-size Solid Rocket Motor Strap-ons. These motors are utilized
during the booster burn for thrust augmentation at liftoff and are

jettisoned prior to boosier fuel depletion,

2 Simultaneous Burn of Stages. The SSSP assumes the b.oster and
orbiter engines are firing from liftoff to staging of the booster element.
(Note, the major options listed above assumed that the two stages were
sequentially burned). In this case the orbiter rocket engines may be
fed from the booster propellant tanks or from the orbiter tanks, i.e.,

a crossfeed or no-crossfeed mode is available.

2.2 SYNTHESIS METHODOLOGY

The SSSP is designed strictly for use in predesign, with layout drawings of baseline
vehicles and separate analyses of dynamics and thermodynariics as essenvial
companicns. Minor design changes (or variations about a point design) may not
require new drawings; SSSP's primary job is to determine the implications of the

design change on system performance, gross weights, etc., consistent with vehicle

v g

i

and missior. constraints. For such minor changes, weight, volumes and geomet: +

N

sizing equations can (and should) be relatively simple, utilizing such procedures as
similar-body scaling wherever possible. Major changes may require new drawings,
major redesign, and an essentially new set of baseline data for SSSP. The program
ie thus not self-sufficient but is intended to r: duce the work and time required for
the predesign cycle, frem point design to new poi* design, by providing fast,
reliable sensitivity data. Figure 2-2 illustrates this process and shows the inter-
relationship between the precesign analyses and the SSSP. _

The methodology and types of equations used in the major subprograms
(weight/volume and trajectory) are descr bed in this section. The next section

2-7
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(2. 3) will discuss the overall program organization and computational flow.

2.2.1 Weights and Geometry. The weight/volume portion of the SSSP (abbreviated

WTVOL in this report) is a library of weight and volume equations for the components
of space shuttle vehicles. The subprogram accepts inputs in the form of coefficients
to various weights and volume equations written in terms of the geometry of a parti-
cular vehicle type. It uses existing weight data, plus inputs describing the thermal
grotection system, propulsion and other subsystems , as well as performance mass
ratios ar 1 other mission requirements derived from the trajectory subprogram.

The second gen=2ration weight breakdown in MIL~M-38310 was used as a guide to
determine the level of detail and order of weight output listings described in Section
5.0. Weight equations for each component or group of comnponents were written by
incorporating appropriate provisions for varying weights correctly as the vehicle
weight and/or size changes. Volume equations for important volume components

are also included. An iteration process is employed so that component weights/
volumes and overall weights/volumes are mutually consistent, Figure 2-3 shows the
functional flow of the WTVOL subprogram.

The WTVOL subprogram solves the following basic problem: for a specified
payload weight and mase ratic, find the stage gross weight and volume. This problem
is solved spearately for the orbiter and booster stages, then iterations are performed
to satisfy specified mission constraints or specified relationships between the

booster and orbiter.

The weight equations used in WTVOL rely heavily on a unit weight approach,
with any sophistication based more on selection of proper weight coefficients for
input rather than on the equations themselves, This method gives the user more
latitude for judgement, and permits the same equations to be used for a wide range

of vehicles. To do this, however, a data library of vehicle weight coefficients

2=9
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obtained from detailed design studies must be avaiiable. This is one of the objectives
of the Weight/Volume Handbook, Volume II of this report. The Weight/Volume
Handbook contains the compilation of all of the weight/sizing equations utilized in

the WTVOL subprogram (specifically the WITSCH subroutine) and a procedure for
obtaining the proper coefficients that are input for each equaticn. These inputs,
however, are not intended o be absolute but a guide to the magnitude of the input to
ensure answers of the right magnitude for the item being considered. The ideal

input will always be obtained when a study of the specific design ceuditions for the
item being considered is made, and the results of this study put in terms of the
program equation input. Figure 2-4 illustrates the development of the input

coefficients for the WTVOL subprogram.

2,2,2 Trajectory Computation. Introduction. The numerically integrated

trajectory is computed by using a trajectory simulation module which is 1 special
purpose version of a standard trajectory simulation program currently in use at the
General Dynamics Convair Aerospace Division, This program, the General Trajectory
Simulation Module (GTSM) is described in detail in Reference 1. Pertinent extracts
from this document form the basis of this section and Sentions 3.4 Trajectory
Simulation Overlay, 4.2.3 $DATA1 (Input Parameters), and 5.1.2 Trajectory
Simulation (Output Parameters). Although the ascent profile is fixed for the Space
Shuttle Synthesis Program the integrated booster return trajectory is modeled by
the same general methods of GTSM, consequently the program description describes
the general modeling options with notes indicating those options which are specified
for the ascent trajectory.

The General Trajectory Simulation Module (GTSM) program is a general
purpose high speed, precision flight program which simulates the flight for an
aerospace vehicle in the gravitational field of a central body. It utilizes the efficient

211
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Kutta~Merson variable stepsize numerical integration technique {o integrate with
respect to time the twelve state equations. These equations define the time rate of
change of the three degree of freedom vehicle mofion, the vehicle mass, the ideal
velocity and velocity losses, and a heating parameter. The vehicle motion equations
consist of three kinematic and three kinetic equations and are cxpressed in a natural
applied force coord:nate system which minimizes the extent of matrix coordinate
transformations common to o:ther simulations. The mass equation is actually a
numerical model which is usually defined as part of the propulsion and fuel flow
model. The ideal velocity and velocity losses equations are the propulsive, gravity,
drag, and thrust misalignment acceleration equations while the heating parameter
equation is the product of the relative velocity and the dynamic pressure. Numerous
trajectory parameters are computed and output at each integration step. This
program is characterized by its high speed, accuracy, flexible fiight control options,

detailed simulation model capability, and its generality of application.

Important GTSM features are:

a. Flight profiles are simulated with sectional modeling. A general
staging procedure is used to terminate each simulation section upon
achieving a specified value for any parameter which is computed
during each integration step. An auxiliary or backup time termina-
tion is also available.

b. A powerful General Iteration Scheme (GIS) is available which elimi~
nates unnecessary parametric computations when iterating to
desired end conditions. For each of four possible GIS blocks, one
or two primary control variables may be selected from any of the
simulation section initializing parameters and the corresponding
required end condition parameters can be any parameter which is

computed at each integration step. Up to four additional parameters

2-13
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can be ""chained" with each of the primary contrnl variables.

c. A three-dimensional aerodynamic model is incorporated in GTSM
which provides for three ' common orthogonal components of the
aerodynamic force. Tables for each of the corresponding aero-
dynamic force coefficients (yaw-normal, axial, and pitch-normal) are
provided as functions of Mach number and the pitch angle of attack.

d. — It is possible to maintain a specified time rate of change of the flight
path angle by modulation of either the pitch angle of attack, or the
bank angle. This option is particularly useful when aerodynamically
controlling return trajectories.

e. Both oblate earth gravitational potential and surface geometry are
available. The potentia’ model is symmetric about the rotational
axis and includes the * .:: *h barmonic term. The surface is an
ellipsoid with symmetry about the rotational axis and the equatorial

plane.

The GTSM program has been used very successfully to simulate trajectories
fcr many types of vehicles and missions. Among these are:

a. SLV-3X/Agena D to synchronous equatorial orbit

b. SLV-3A/Burner II to targeted hyperbolic departure orbit

c. Atlas F targeted to impact in specified test areas '

d. One and one-half Stage Reuseable Launch Vehicle to low earth orbit

e. Triamese Reuseable Launch Vehicle to low earth orbit

f. Maneuverable Lifting Entry Vehicles from parking orbit, through
propulsive and aerodynamic maneuvers, to landing site area or
cruise conditions

g. OVl re-entry trajectories to impact

*In the Synthésis Program special version, the yaw-normal' aerodynamic force
model has been suppressed, The corresponding equations have been left intact in
the program in order to minimize their incorporation should this model become
required, 2u
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h. Saturn 1B to low earth orbit

i. Advanced ICBM's to targeted impact conditions, FOBS, and global
ballistic trajectories

j. Air-Launched Rocket/Air Breathing Missiles

k. Low-thrust vehicle in near-earth spiral trajectories

1. Miscellaneous orbital maneuvers, coasts, and transfers including

polar orbits, and multi-impulse maneuvers

The use of GTSM for these studies has significantly reduced computer expenses
while providing data sufficiently accurate for predesign and several near-hardware
applications, GTSM is basically as accurate as the vehicle modeling options are
representative of the vehicle; the equations of motion and the integration scheme are
precise and result in excellent agreement with other precision programs when the

vehicle models are nearly equivalent.

Engineering Discussion, To obtain adequate simulation of an aerospace

wehicle trajectory it is necessary to define the vehicle equations of motion, to
evaluate the terms and coefficients of these equations, and then to solve the equations
to obtain the time history of the pertinent trajectory parameters. The discussion of
this section presents the three degree-of-freedom differential equations which
describe the flight of an aerospace vehicle in a gravitational field of a central body
with applied external forces; the required coordinate systems, transformations,

and particular solutions such as crossing the poles, vertical motion, and conétant
time rate of change of relative flight path angle are discussed; and the vehicle
modeling options which define terms in the kinetic equations of motion and provide
the trajectory output.

Coordinate Systems Transformations and Equations of Motion, It is assumed

that the motion of the vehicle is sufficiently described by three-degree-of-freedom

kinematic and kinetic equations of motion for this analysis, and correspondingly

2-15
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that the rotational dynamics can be neglected and that the vehicle has the capability
to achieve and maintain any specified or required attitude. There are two sets of
three degree-of-freedom equations of motion widely used at Convair, the inertial
system and the so called ""relative' system described in Ref.l1. Both systems
accurately describe the motion of an aerospace vehicle in the gravitational field of a
central body and subjected to aerodynamic and propulsive forces. Experience with
previous analyses of lifting vehicles indicsies that the relative system of Ref. 1 is
more suitable for these vehicles, resulting in smoother differential flight equations,
a corresponding increase in accuracy, and shorter computer run times. For these
reasons this '"relative' system of equations was selected. It is emphasized that
this "relative" sys‘em of equations describes the same motion with respect to inertial
space as the inertial system of equations does; the principle difference is that the
"relative' system of equations is in terms of central body relative parameters which
are expressed in a natural applied force coordinate system. The complete derivation
of these equations together with all pertinent definitions are described fully in Ref.
1. The important definitions and equations are presented subsequently.

The inertial kinetic vector equation of motion is:

FoppLiED * Fg = ™ (R +26 xR+ T x (@ xR)) (2-1)
where: F APPLIED is the total applied force (aerodynamic and propulsive forces)
vector
f‘g is the force vector acting on the vehicie which is due to
the gravitational field
m is the vehicle mass
R is the current position geocentric radius vector
R is the vector time derivative of R taken in an earth-relative

coordinate system

2«16
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R is the second vec tor time derivative of R taken in an earth
relative coordinate system

® is the rotation rate vector of the earth

The relative kinematic vector equation of motion is:

dR| 3T .-
[Ti?} "RV (2-2)

where V is the earth relative velocity.
t is the time

Efficient solution of the vector equations of motion (Eq. 2~1 and 2-2) requires
expression of these equations in an appropriate coordinate system. Appropriate
coordinate systems and corresponding required transformations between these

coordinate systems must be defined.

2,2.2,1 Coordinate Systems. It is desirable to select "natural" coordinate

systeme in which to express the equations of motion (Eq. 2-1 and 2-2) so that any
repetitive coordinate transformation requirement is minimal. There are five
coordinate systems which are used in the derivation of the GTSM scalar equations
of motion. )
These are the primary inertial frame, the earth-fixed frame, the local frame,
the velocity frame, and the vehicle cocrdinate system; their definitions fdlow.
Primary Inertial Coordinate System. The Primary Inertial Coordinate System

(’I\1 - ?2 - ?3 axes), illustrated in Figure 2-5, has its origin at the center of the

central body. The first axis (?1) lies in the equatorial plane at its intersection with
meridian which is defined by the longitude at the initia]l time. The third axis (?3) is
colinear with the rotational axis of the central body (perpendicular to the equatorial
plane) with positive sense toward the North Pole. The second axis (?2) forms a
right-handed orthogonal coordinate system with ?1 and ?3 and conssquently lies in
the equatorial plane 90 degrees east of ?,.

2=17
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CENTRAL BODY ————-1 NORTH POLE

ROTATIONAL Iy /

AXIS

#,-2,-1; FoRM A RIGHT-

FANDED O:THOGONAL
COORDINATE SYSTEM

INITIAL TIME

FQUATORIAL PLANE

Figure 2-5. The Primary Inertial Coordinate System

The orientation of the ?1-?2-?3 axes remains fixed with respect to the starms
in our galaxy.

Earth-Fixed Coordinate System. The Earth-~Fixed Coordinate System (ol -
32 - 93 axes), shown in Figure 2-6, remains fixed with respect to the rotating
central body. The origin of the 81 - '9\2 - 33 system is at the center of the central
body. The first axis (Ql lies in the central body equatorial plane at a longitude of
zero (Greenwich, or prime, meridian for the Earth); the second axis (82) lies in the
equatorial plane at a longitude of +90 degrees (90 degrees east of él); and the third
axis (63) is colinear with the central body rotational axis with positive sense toward

the Nortu Pole. The él - 62 - @3 axes form a right-handed orthogonal coordinate
system.
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NORTH POLE

A

PRIME MERIDIAN HANDED ORTHOGONAL

COCRDINATE SYSTEM

. “—EQUATORIA L PLANE

Figure 2-6. The Earth~-Fixed Coordinate System

Local Coordinate System. The Local Coodinate System (i\ & ’i\e-/i\R axes),

illustrated in Figure 2-7 has its origin at the current position of the aerospsce

vehicle point mass. The first axis (i\d‘ is parallel to both the central hody's equa~
torial plane and the local horizontal plane and points in the direction of algebraically
increasing longitude (due east). The second axis (/1\3 is parallel to the tangent of the
local meridian which is defined by the current longitude; the /i\e axis points due north.
The thira axis (i‘R) is colinear with the current genceutric radius vnctor (R) and
points upward. This system cf axes ‘/i\os- fe-/i\R coordinate system) forms a right-
handed orthogonal coordinate system. It is noted that the position radius vector (R),

its magnitude (R), and the corresponding unit vector with the same direction (ﬁ) are

2=19
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A A A A
. + in, = R1
identically related: 0) 2 + (0 15+ (R} 1R R

o> )

(0)’i‘¢ @1+ iy = 1y

1y (DUE NORTH) ' '

CURRENT o
POSITION L PARALLEL OF LATITUDE
OF THE 1, (DUE EAST) ~ DEFINED BY CURRENT
VEHICLE | LATITUDE 8

TANGENT TO
CURRENT

- MERIDIAN OF
LONGITUDE

MERIDIAN DEFINED
BY CURRENT
LONGITUDE ¢

TANGENT TO CURRENT
PARALLEL OF LATITUDE

—"

EQUATORIAL PLANE
CENTRAL BODY
'ROTATIONAL AXIS

R IS CURRENT GEOCENTRIC RADIUS VECTOR

SOUTH POLE

14 -19-13 FORM A RIGHT-HANDED ORTHOGONAL

OORDINATE SYSTEM

Figure 2-7. The Local Coordinate System

Relative Velocity Coordinate System. The Relative Velocity Coordinate System
A A A A
(iB - iV - lY axes) also has its origin at the current position of the aerospace vehicle

point mass but has an orientation (see Figure 2-8) such that the second axis (i\v) is
colinea. with, and has the same sense as, the relative velocity vector V. The first
axis (i\ a) lies in the local horizontal plane and is perpendicular to the plane defined
by V and the current geocentric radius vector (R). The /i\B axis points in the direction

that the relative velocity vector would move in if the relative azimuth were

2=20
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algebraically increasing. The third axis (i\Y) lies in the plane defined by V and R
‘ and is perpendicular to both ’i\e and /i\v. The /i\”a.xis points in the direction that the
relative velocity vector would move in if the ;‘elative flight path angle were increas-
: ing algebraically. The ’i\B- /i\v-/i\Y axes form a right-handed orthogonal coordinate
system. It is noted that the relative velocity vector {V), its magnitude (V), and the

corresponding unit vector with the same direction (6 ) are identically related

V=i rmiyrof, = vy
v = 0 4 +@ iy 4-(0)2‘7 = ’iv

/i\ay’/i\v, V’ {;Ha ﬁ-LIE
IN THE VERTICAL PLANE

T4, Vi» N LIE IN THE
ORIZONTAL PLANE

HORIZONTAL PLANE

VERTICAL PLANE
DEFINED BY
RANDYV

= RELATIVE AZIMUTH
= RELATIVE FLIGHT PATH ANGLE
VECTOR IN THE HORIZONTAL
. / PLANE POINTED NORTH
GEODCENTRIC RADIUS VECTOR ;
: = RELATIVE VELOCITY VECTOR ;
= RELATIVE VELOCITY VECTOR

: A h A - -
13 -iy-1, FORM A RIGHT HANDED PROJECTION IN THE HORIZONTAL
ORTHOGO¥IAL COORDINATE SYSTEM PLANE

Figure 2-8 The Relative Velocity Coordinate System
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A
Vehicle Coordinate System., The Vehicle Coordinate System (€ - - 6 axes)

which is illustrated in Figure 2-9 has its origin located on the longitudinal center
axis of the vehicle {usually the longitudinal axis of symmetry) at the aft vehicle
section. The first axis (’t—;\axis) is the roll axis and is colinear with the longitudinal
center axis and is pointed forward. The second axis (the ﬁ axis) is the pitch axis
and is positive to the right of the vehicle. The third axis (the eaxis) is the yaw axis
and is positive toward the bottom of the vehicle., The ’g\- "f\ - eaxes form an ortho-
gonal right-handed coordinate system which is in accordance with the coordinate

system specifications listed in References 2, 3, and 4.

£ ROLL AXIS

7 PITCH AXIS

| £-9 - # FORM A RIGHT-HANDED
£ yaw axis ORTHOGONAL COORDINATE SYSTEM

Figure 2-9. The Vehicle Coordinate System

2=22



& GDC-DBB70-002
.g
5 C 2.2,2,2 Coordirate System Transformations. To derive the '"natural" applied force
| equations of motion used in GTSM, one must express all elements of each quation
‘ of motion (Eq. 2-1 and 2-2) ir the same coordimate system. Consequently it ig first
g ‘ necessary to specify which coordinate system is to be used for a particular equation
‘ ; and then identify and define the required coordinate transformations. It is desirable
to express Eq. 2-1 in the Relative Velocity Coordinate System (’i\B -’i\V - Ii\Yaxes)
f' and Eq. 2-2 in the Local Coordinate System (/i\qS- /i\e-'i\R axes). Since the expanded
% forms of these equations contain eleménts which are readily expressed in other
*i coordinate systems, it is necessary to define the required transformations to both
% the /i\s - 'i\v - /i\Y and ’i\as- /i\e- /i\R systems, Thisis accomplished by repeated application
% of the elemental coordinate transformation matrices which are presented in Appendix I.
o
rE

Transformation from Vehicle Axes to Relative Velocity Axes. Determination of

the aerodynamic forces acting on the vehicle requires knowing the pitch and yaw
orientation with respect to the relative velocity. Expression of the vehicle propul~
sive forces in the relative velocity frame requires knowing the vehicle orientation
with respect to the relative velocity. The transformation matrix for the Vehicle
Axes to Relative Velocity Axes transformation 18 obtaired by assuming an initial
alignment of these two coordinate systems (see Figure 2-10a) such that the gaxis is
colinear with the 'i\e axis with the same sense, the ﬁaxis is colinear with the §_ axis

v
with the same sense, and the eaxis 18 colinear with the T axis with the same sense.

The inverse transformation from the /i\a - /i\v -4 system to the 'g\- %-/c\system

is then defined by using four sequenced rotations of the é‘- - faxes about the

A A N
i~ -1 axes consisting »f:
: 8 ,V y g

a. The first two rotations are comprised of; first a rotation about the yaw
axis (e axis) through +90 degrees, and then secondly about the new roll
axis (g axis) through 180 degrees. The algebraic sign is in accordance

.. .‘"‘ LA :,'

with right-handed rotations of the 'g\ - 4\\ - 8axes. If A is any vector
“ . expressed in the ?B - ’i\v - ?‘\ system prior to these two rotations, then

£407 g
ey

¥ 4
IR LR
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these rotations are expressed in matrix form as:
A /o 1 o\ /A 1 0 o\ /o 1 o A
v 1 B s
A, =[1 ¢ o A, 0 -1 oll-1 o o A, (2~3)
-A, 0 0 - / o \0 0 - \o 0o 1 A, .

The resulting alignment of the /§\ -f- ea.xes is shown in Figure 2-10b,

b. The third rotation is about the roll {’g\ axis) through the roll (bank) angle
(0). The algebraic sign is in accordance with right-handed rotations of
the e - ﬁ- faxes.
c. The fourth rotation is about the pitch axis (ﬁ axis) through the pitch angle
of attack (o). The algebraic sign is in accordance with right-handed
rotations of the e- - e axes,
d. The final rotation is about the yaw axis (eaxis) through the yaw angle
of attack(d). The algebraic sign is in accordance with right-handed 3

rotations of the é‘- ﬁ- ﬁ‘axes°

0’%7, ¢ I4,.-¢ :

L~ — ._i\B,g => L~ A

Voo a4 e o et 1

N
* et

(@) . A ®)
* 1y g
Figure 2-10. Axes Alignment Initially and During the Vehicle {:\)

Axes to Relative Velocity Axes Transformation
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If A is any vector which is expressed in the /i\B -’i\v-’i\Y system, then successive

applications of the elemental coordinate transformation matrices (A~-M1), (A~M2),

and (A-M3) in that order for o, o, and A rotation angies, respectively, yields A

expressed in the ’g\- ﬁ -e system.

A£ cosA sind 0 cose 0 -sinw 1 90 ] 0 1 o0 Ap
A, =|-smx cosx © 0o 1 0 0 cosg sing|{t 0 0 Ay (2-4)
A: 0 0 1 sinae 0 cos¢ 0 -ging cosg, 0 -i - Ay

where X=A€ g'f'An‘l?*'Ac 2 =Ava+AB§‘B +('A'y)§\'y

By carrying out the matrix multiplications indicated in Eq. 2-4, and noting
that for orthogonal coordinate system transformations the inverse matrix is equal

to the transpose matrix, Eq. 2~4 becomes:

Ag (+cos \singsing+sinkcosg) (-asinksinasing+cosicosg) {-cossing) Ai
Ay | = (+cos X cos Q) (~sin X cos @) (+ sin @) A (M-1)
A‘Y (#cos A sin ® cos g ~sini sing) (-sin A sin o cos g—-cosk singy (~cos & cos o) Ar

Transformation from Yocal Axes to Relative Velocity Axes, The transforma-

tion matrix for the Local Axes to Relative Velocity Axes transformation is readily

obtained by assuming an initial alignment of the Velocity Axes with the Local Axes

such that the /i\e --/i\V -’i\Y .axes are respectively parallel to and have the same sense

as the ¢- /i\e -’i\R axes. It is necessary to define two parameters; vy is the earth
relative flight path angle measured positively upward from the local horizontal, and
pis the earth relative azimuth measured clockwise from north, Two sequenced

rotations of the ’i\e -’i\v -’i\Y system about the ! ¢-’i\e- ’i\P system after the initial

alignment define the transformation matrix, The sequ.enced rotations are:

2=25
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a, A first rotation about the ’i\y axis through the negative of the relative
azimuth (- B). .
b. A second rotation about the /i\B axis through the current relative flight s
path angle (v).

The algebraic sign for both rotatior- ‘3 in accordunce with right-handed

rotations of the ’i\B -/i\V - ’fya:{es. If A is .-y vect: which is expressed in the
/i\¢- /i\e-,i\R system, then successive appiications ¢f 7.~ . ..ental coordinsie trans-

formations (A-M3) and (A-M1), in that order, for the -~ sard yrotation anglec
respeétively. yields A expressed in the /i\B -/i\v - /i\Y systen. It is noted ihat by
convention the azimuth (B) is measured clockwise from North, consequently the first

rotation is through a - angle since a +f rotation would require a left-handed rotation

about the ’i\Y axis. 1
Ag {1 0. 0 cos(-8) sin(-B8) O\ Ag ,) f’
Ay} =10 cosy siny -sin(-8) cos(-8) 0 Ag (2-5) )
A.y 0 -siny cos¥y 0 0 1 A

Carrying out the indicates matrix multiplications, Equation 2-5 becomes:

Aﬁ cos B ‘ -sin 8 0 A?,

Ay| = |sinBcosy cosfcosy siny Ag (M=2)
A./ -sinfsiny -cosfsiny cosy Ap

Transformation from Earth-Fixed Axes to Local Axes, The transformation

matrix for Earth-Fixed Axes to Local Axes is obtained in 2 manner similar to that ’

used for the previously derived transformation (Eq. M-2). In this case the Local
Axes are assumed to be initially aligned with the Earth-Fixed Axes such that the

2=26
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AAA A
i -1 _=-1_ axes are parallel to and have the same sense ag the 8 -& - & axes,

¢ 8 R 1 2 3
respectively. Two parameters must be defined; 6 is the geocentric latitude and is
positive in the northern hemisphere, and ¢is the geocenrtric longitude which is
measured positively to the east of the Greenwich Meridian. Two sequenced rotations

A
of the /i\¢- i9 - /i\R system about the /él - 32
alignment to define the transformation matrix., The sequenced rotations are:

- 33 system are required after the initial

a. The first rotation is about the /i\R axis thrrugh an angle equal to the
longitude plus 90 degrees (¢ + 90°). It is necessary to add 90 degrees

to direct the first axis (i\os) due east at the completion of the transformation.

b. A second rotation is the /i\qs axis through the complement of the geocentric
latitude (90° - 6). The complement is required to place the /i\R axis in the

up radial direction upon completion of the transformation.

The algebraic sign for both rotations is in accordance with right-handed

rotations of the 1 s -1 .-/i\ axes. If A is any vector which is expressed in the

6 R

é\l - 6\2 - @3 svstem, then successive applications of the elemental coordinate

transformations (A-M3) and (A-M1), in that order, for the ¢+ 90° and 99° - ¢
— A
rotation angles, respectively, yields A expressed in the /i\as -t -1 system.

6 R
Ay 1 0 0 cos(p+20°) sin(¢+90°) O Aey
Ag | =0 co0s(90°-8) sin(90°-9) -sin(g+90°) cos(p190°) O Aeg (2-6;
AR 0 -sin(90°-8) cos(90°-0) 0 0 1 Aeg

Executing the matrix multiplication indicated in Eq. 2-6 leads to:

Ay -sin ¢ cos ¢ 0 Aeq
Ag | = |-cos¢ sinf -sin ¢ sin @ cos 6 Aeg (M-3)
Ap cos ¢cos 8 sin g cos @ sin 6 Aeg

2«27
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Transformation from Earth-Fixed Axes to Relative Velocity Axes. The trans-

R YA

formation matrix for Earth~Fixed Axes to Local Axes is readily obtained by combin-
ing the two transformations represented by Eq. M=2 and M-3 . The Relative
Velocity Axes are assumed to be initially aligned with the Earth~Fixed Axes, rotated
to the orientation of the Local Axes defined by ¢and 8, and then rotated to the
required orientation for the Relative Velocity Axes defined by 8and v If A is any
véctor which is expressed in the e -8

1 2
the tran ‘formations defined by Eq. M-3 and M-2 in that order yields A expressed in

- 63 system, then successive appiication of

A A
thi-i\ -1 system,
eB v yy

30
-4
5

S
L R
Sl
i

Ag cos B -sin 8 0 -gin ¢ cos ¢ 0 Aey
Ay | =] sin Bcosy cosBcosy siny ) ]-cos¢sin® -sine¢sin® cos 8 Aey (2-7)
Ay -gin Bsiny -cosBsiny -cosvy cos ¢ cos 9 sin ¢cos 8 sin 8/ \ Aeg

Carrying out the matrix multiplication indicated in Eq. 2-7, the required

transformation is obtained:

Ap "-cos Ssin 3+ sin Scos ¢ sin ) fscos Scos ¢ + ain Bsin gsin 8 (-sin Scos 8 Asy
A\'\ -.mpmygu:-mgcuycu;ums] +sip Bcok ¥ cos 3 - cos Scos ¥ sin 2 3in 8] J+cos #00s > cos @ + sin y sin 8] Asg (M‘4)
1 +8in ¥y cos 3 cos 8 ] vsiny sin 3 cos §
\Ay wsin §3inY ain ¢+ coy Ssinycos 3ain 8 |j-sin Ssiny cos 3+ cos Belnyiin ysin 8| T-cos 8sin y cca § + cos y ain 8] Ae,
4co8 ¥ cos 2cos 8 +cos ¥ sin dcas @

Transformation from Relative Velocity Axes tc Local Axes. The transforma-

tion from the Relative Velocity Axes to the Local Axes is the inverse operation from
that described by Eq. M-2, Transf_ormation from Local Axes to Relative Velocity
Axes, Since this transformation is between orthogonal coordinate syctems, the
inverse of the transformation matrix given by Eq. M~2 is equal to the transpose of
the matrix. Consecuently, if A is any vector which is expressed in the 'i\B-fv - i\Y
system, applicaticn of the transpose of the transformation matrix given by Eq. M-2
ylelds X expressed in the { o ’i\e- /i\'R system.

2~28
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Ay cos B sinBcosy ~-sinBsiny Ag
AS = |[-sin 8 cos Bcosy -cos Bsiny Ay (M~5)
\AR 0 sin y cos ¥y Ay,

2.2,2.3 Three Degree~of-Freedom Scalar Differential Equations of Motion. The
solution of Eq. 2-1 and 2-2 yields the time history for the peftinent trajectory para-
meters. To solve these equations, it is necessary to express them as scalar
equations. This is accomplished by first expressing them in a convenient coordinate
system and then equating the vector components along like coordinate axes. Two sets
of scalar equations arise, the kinematic scalar equations and the kinetic scalar
equations,

Kinematic Scalar Equations of Motion. Eq. 2-2 can be reduced to three

kinematic differential equations of motion. [he technique which is employed to
obtain thése -equations is to express both ﬁ and V in one of the defined coordinate
systems, perform the most simple sequence of transformations which results in both
Rand V being expressed in the same coordinate system, and then equate like vector
components. The R term is readily expressed in the Local Coordinate System,
%—’i\ 0~ /i\R while the ¥ is first expressed in the Relative Velocity System, /i\a - /i\V -1 J
and then tranriormed into the Local Coordinate System.

Examination of the geometry of the Local Coordinate System (see Figure 2-7)

indicates that the R component aloi'g the f 4 axis (direction of increasing longitude) is

R ¢cos 6, along the ’i\e axis (direction of increasing latitude) is R @, and along the
’i\R axis (direction of increasing geocentric radius magnitude) is R. Thus R in vector
form is:
R = (R cos 6) T + RE) Ty + B) g " (2-8)
2=29
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It is easiest to express V in the Relative Velocity Ccordinate System, since by
A
i

v axis is the same as V, consequently

definition of this system, the direction of the

.\7 is expressed

V=m+vig+roiy = vl (2-9)

Poth the transformations defined by Eq. M-2 and M~5 have the same terms.
However, Eq. 2-9 is simpler than Eq. 2-8, consequently it appears easier to trans-
form Eq. 2-9 to the Lival Coordinate System than to transform Eq. 2-8 to the
Relative Velocity ¢vstem. Eq. 2-9 is easily transformed into the i\(b - ’i\e- IIR

Coordinate System by application of the coordinate transformation matrix [M=5]*.

V, 0

¢
Vg | = [M-5)] V]| = (Vsin Bcos?) 'i\¢ +(Vcos 8 cos ‘,V)'i\e + (V sin ‘y)/i\R =V (2-10)
VR 0

Since Eg. 2-10 is expressed in the same coordinate system as Eq. 2~8, no
further transformations are required. By the relationship of Eq. 2-2, K which is
given by Eq. 2-8 is equal to ¥ which is given by Eq. 2-10; consequently in order to
satisfy this equ:?valence, like components of each eqnation must be equal. Egquating

these components yields:

ﬁ = Vsiny ? f{ = Vsiny (2-11)
I§ = Vcos Bcosy -_> 9‘=V008Rﬁcosy~
' (2-12)
% = . _ VsinBcosy
Rcos 8¢ = VsinBcosy $ ¢ = TRecos 6 (2-13)

X [M-é,denotas the t ransformation matrix contained in Eq. M~5
2=~30
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Equations 2-1i, 2-12, and 2-13 are the scalar representations of Eq, 2-2 ard

AN ".*’;fehﬁ kg e

are consequently the three scalar kinematic equations of motion. "hese eguations
4 define the geometry of motion in terms of local position and reiative velocity par 1~

meters (R, 6, ¢, V, v, B).

Kinetic Scalar Differential Equations of Motion. Eq. 2-1 can be reduced to

three kinetic differential equations of motion by a technique similar to that used to
obtain the three kinematic equations of motion. The principal differences are that
Eq. 2~1 has more terms and consequently requires more manipulation than Eq. 2-2

7 and that it is desirable to transform all terms of the kinetic equaticn into the Relative

Velocity Coordinate System rather than the Local Coordinate System. The procedure
that is used consists of:
-a. Each term of Eq. 2-1 is expressed in the most convenient coordinate
‘ system,
b. Each term is transformed into the /i\e - /i\v - /i\’Y system, if it is not already
expreésed in that 3ystem, by the most simple sequence of transformations,
¢. The vect~r components along like coordinate axes, which must be

identically equal to satisfy Eq. 2-1, are equated to obtain the three kinetic

scalar equations of motion.

i F f Eq. 2~ : R
The applied force vector (F APPLIE D) of Eq 1 which consists of b th

Aerodynamic and propulsive forces is conveniently expressed in the Vehicle Axes

(see Figure 2-9), The three components of F APPLIED are defined:

Axial thrust plus the aerodynamic* axial force. These forces act
A
v along the ¢ axis.

Aerodynarmr? yaw force which acts along the ﬁ axis,

¥z
o
]

A
= Aerodynamic normal force which acts along the [ axis.

o e 2
2
f ]

4 @

: ; * Algebraic sense

2~31
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. The algebraic sign for F§ , F,p, and FC is in accordance with the /g\- A- e

coordipate system. In v2ctor form, F APPLIED 15 Biven by
= N AL A )
Fappripr = Fg&+ipn+Fpl {2-14)
— ASEREAN A .
The F APPLIED vector can be expressed in the 18- 1V lY system by application of
the coordinate transformation matrix [M—l]"r
[F p'\ Fe\
! F \ = (M-1]] © $ v = A A A
\ v} -11| ¥y Farprizp = Igig +Fyiy + K1,
where: f (2-15)

Fp = (4cos A sia & sin g + sin) cc3 a;Fe + (-sin) sina sing+ cos ) ccso)Fn* (~cos a 8in a)f'c

Fy = {+cos X\ cus @)F £ + {-sin ) cos ) Fn‘f (+sin a);*c

F.y = (+¢ . A s @ cos ¢ - sin) sin O)FE + (-sin) sing cosg ~ cOSA sino)Fn+(-cosucos a)FC

The gravitational force vector (Fg) of Eq. 2-1 is easily expressed in the Local
Coordinate System (see Figure 2-7)

= , A N A A - _
Fg = m [(0) ’i\¢+g91, - gpigl = m [ggip - BRIR] (2-16)

Application of the {M~-2]* coordinate transformation matrix to Eq. 2-16 yields

- ) A A
the F vector expressed in thei -1 -? system
g Xp 8™y Ty y

. F&ﬁ :

o N N N\
Fgy |= (M-2im) | g = Fp = Fggp + Fgy v + f 1, @-1)
}‘g‘y "gR

t [M-1] de:otes the transforination matrix contained in Eq. (M-1).
* [ M-2 ] denotes the transiormaticn matrix contained in Eq. (M-2)

w32
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F, = m [(-gq sin /1\ + cos Bcos y - sﬁ )/i\r + (~gp cos B sin y -gr cos v)/i\ ]
g = [(-2g Blig * (gg Y ~8R Yy gg cos Y “8R Yy

where: g eits the gravitational acceleration along the /i\e axis and gR is the gravita-

tional acceleration alcng the - f R axis.

The earth-relative acceleration R is obtained from its definition:
- av =
R () - @19

V can be considered as being composed of motion in a coordinate system which is
moving with respect to the Earth-Fixed Coordinate System. If this moving system
is taken to be the Relative Velocity Coordinate System, then by noting that

A=A +wxA 2-19)

where A an arbitrary time varying vector expressed in both the non-rotating
reference frame and the rotating frame
Z is the vector time derivative of A taken in the non-rotating reference
frame
A is the vector time derivative of A taken in the rotating frame
@ is-the rotation rate vector of the rotating frame about the novn-rotating

reference frame

Eq. 2-18 can pe written:

dt

/RVC

2~32

g = ('(ﬁ;-)=(d—-\-}-—\\ + LT)V/F xV (2-20) o
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where: the subscript RVC denotes that the derivative is taken in the
Relative Velocity Coordinate System.

@)v is the rotational rate and direction vect,r of the { - 0 -’i\
/F 8 v v

gystem about thef -1 -1 system.
e e e
1 2 3
The rotation of the Local System about the Earth-Fixed System (defined by the
rotational rate and direction vector 'oi‘ /F) together with the rotation of the Relative
Velocity System about the Local System (defined by the rotational rate and direction
vector mv /L) comprise the rot ation of the Relative Velocity System about the Earth- }

Fixed System (expressed by & In equation form, this composition is expressed:

v/r)

wy/F = Wi/F+ Wy/L (2-21)

From the geoinetry of the coordinate systems (see Figures 2-6, 2-7, and 2-8)

the t‘ﬁL /F and wV /L vectors can be expressed as:
-— _ e A A
Wi/F = O 1y+ (+dh e,
— — ° A * A 2—22
Gy/L = N8+ By R
Equations (2-22) when combined according to Eq. (2-21) yields
—_ N A TA) A ‘ (2-23)

2=34

TR e
.

e X et

- ———




e b el

yor.”

2R e

R
¥

. .- P e P
a o AT L gt bl AT AR e

GDC-DBB70-002

Equations 2-22 are obviously "mixed mode", that is, their terms are expressed in
various coordinate eystems. This is permissibie since in each equation, the two
rotation components are perpendicular and consequently are mathematically indepen-
dent. Before using Eq. 2-23 to expand Eq. 2-20 it is necessary to express all terms
of Eq. 2-23 in the /i\B - i\V -QY system. This is accomplished with the transformation

matrices [M-2] * and{M=4]*, LetX = &5@3, Y=-6 i; -é/i\R, and .Z-=-;//1\8, then:

X 0

8 - N N N
Xy) = [M-4){ 0 > X = Xglg+ Xyly + X0,
Xy ®
where: | (2-24)
Xg = -3(sin B cos 6)
Xy = @¢(cos B cos v cos 6+ sin ¥ sin §)
Xy = ®(-cos B siny cos 8 + cos ¥ sin 6) J
and
8 -6 = A A A
Y‘y -8 .
whers , r (2-25)
Yg = -6 (cos B)
Yy = -6(sin B cos ¥) - B (sin y)

Yy = +6 (sinB siny) - § (cos ¥) )
Adding the terms of Eq. (2-24) and (2-25) with Z, Eq. (2-23) is rewritten as

BV/F = [y - 7 (sin B cos §) - é(cosB)]{l\B
+[#(cos B cos y cos 6 + sin ¥ sin 6) - 8(sin B cos ¥) -B (sin y)]/i\v (2-26)
+ [3(~cos B sin ¥ cos 0 +cos ¥ sin 6) +8 ‘sin B sin ) -8 (cos y)]'i:/

*[M-.Jand [M-4] denocte the transformation matrices contained 1n Eq. (M-2) and (M-4).

=36
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By substituting the kinematic expreesions for 6 and ¢ which are given in Eq, (2-12)
and (2-13) into Eq. (2-26), the 6 and ¢ parameters are eliminated from Eq. (2-26)
yielding:

;V/F =[‘y - Ycﬁl]'i\ﬂ +[-§(sin Bsin?Y cos v tan 6) "é (sin WJG\V

R
(2-27)
+ [%(sin Bcos? y tan 6 - B (cos y)]’i\),

From the definition of the Relative Velocity Coordinate System,

-— A v « A -

V=viy and (—‘3—2’-) = Viy (2-28)

RVC

EV/F x V can now be obtained

;V/F xV = [;’ - ‘LE{;’E:/} [% (sin B sin y cos y tan @) -é (sin y)] [% (sin £ cos? Y tun 8 -& (cos 7)]

0 v 0

By solving ¢his determinant and adding the resulting expression \ /i\V’ the expanded
form of Eq. (2-20) is obtained; viz.,

= _ [dv ~ = 1. 2 , . 2
R = (d—t—)qvc Wy p X vV = [B Y (cosv) - i‘{- (sin B cos? Y Tan 8)})8 + [Vj’i\v v[if V- 8 (cos y)]/i}y (2129)

The remaining terms of Eq. (2-21) which must be expressed in the /i\ﬁ- /i\V - ’i‘y

system each contain the: vector w. w is easily expressed in the Earth-Fixed Coordi-

nate System as w8,. Use of the transformation matrix M-4 ] yields @ expressed

AN A
in the iﬁ' iv - i'y systum.

wp 0 :
wyl = [M-4)] 0 = - wall\p + “’V"\V a w,@
w. w (2-30)

7

@ = [-wsin Beos O)ft} +{w(ccx Bcos yeos 9+ siny sin O)fl\v b {w (=cos & sin ¥ cus € + cos ¥ sin e-,;{s‘y

2=36€
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The term & XR is the same as @ x V by virtue of Eq. (2-2) and can readily be
determined from:

,l\‘ A A

wxR = gxV = [-w(sin Bcos 8)] {w(cos Bcosycos §+sinysin8)] [w(-cos Bsiny cos § + cos ¥ sin )
0 v 0

Solving the determinant and simplifying yields:

wxR = (wV(cosB siny cos @ - cos ¥ sin e)ﬁé +|:0'_}'i\v +[-wV(sin cos 0)] (2-31)
-
- = = B
is wX (w X R). R is expressed in this system by application of the transformation

matrix [M-2].

The final term of Eq. (2-1) which must be expressed in the ’i\v - /i\.y system

Rg 0 .

- — A A A .
Ry | = IM-2]{ 0 $ R = [0]ig + [R (siny)]iy+ (R (cos y)]iy (2-32)
Ry R

Then
T v 3
wxR = [~w(sin B cos §)] [a_)(cos Bcosycos@+sinysing)] [(w(-cosPsiny cos 6 + cos y sin §)]
0 [R(sin 93 {R(cos ¥)]

Solving the determinant yields:

wWXR= (wR(cos 8 cos 9)]’1\3 + [wR(s’» Bcos ¥ cos 9)]’1\7

A (2-33)
+ [~wR (sin B sin ¥ cos 8)11,
@ X (WX R = {~uxsin Bcos 8)] ([aNcos B cosyccs 8 ¢sin ¥ sin )] [w(-cos B sin y cos § + cos ¥ sin 6)}
{wR(cos Bcos §)) {wRiain B cos y cos 8)] (-wR(sin 8 sin ¥ cos §))
which when solved becomes:
w X ('_&; b 1'2-) <[ w2R(~sin 8 sin § cos 9)]’1\3 ,
) A

+[w2R(-siny cos26 +cos Bcos y ein g cos g)] iy (2-34)

+ [wzn(-cos v c0329 - cos B si ¥ sin g cos e)]?-y
2«37
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The equations for the texms of £Eq. (2-1) are Eq. (2-15), (2-17), (2-29), (2-31),
and (2-34). These term equations express all terms of Eq. (2-1) in the /i\B -/i\V _/i\'y
coordinate system. Since Eq. (2-1) equates two vectors expressed in the same coordi-

uate system, the vector components along likec axes must be equal. Consequently, by

equating the like components of the term equations remembering to include any required .
coefficients which were previously omitted {e.g., m, and 2), three scalar _quations

are obtained. By equating the /i\B

ence surface gravitational acceleration):

components and noting that m = v»/go (8 is the refer-

Fp-m (sinB)--W- 8V (co —‘Lz- in B cos2y tan @
B €g —gOB(s‘y) R(s cos“ y tan @)

e S

+ 2wV (cos B siny cos 8~cosy sinfh) -w?R (sin £ sin 8 cos G)J

where F , is defined in Eq. (2-15); rearranging yields:

B

Fpg,

w

j :-L—-(v—z(amlcoszyun 8) - ga(sing) +
Vicosy) { R 6

# 2wV (cos ¥ sin § = cos § 3in ¥ cos 6) +w'-'R(s£nﬂsin 8 cos 6)] (2_35) /

By equating the /i\v components the second scalar equation is obtained.

Fy +gﬂ(gecos B cosy-gg siny) =§V— V + w2R (-siny c0s29 + cos Bcosy sin 6 cos e)}
0 J

shere Fy is defined by Eq. (2-15). Bv rearrangement

F

V= [89(008 B cosy)-ggr(siny) + VRO, w?R (cos 6Ysiny cos 8- cos Bcos y sine)] (2-36)

The /i\y components yield the third scalar equation (in which Fy is de«fined in Eq. (2-15)) '

w
F, +—(~gn cos B siny ~g., cosy) =
y g0( ggcosp gR )

2 ,
-EV- ['51V - Yf{ (cosy)-2wV (sin B cos 8) +W2R (-cosy c9s20- cos B sin¥y sin @ cos G)] i)
0 ) !
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whiqh when rearranged yields:

F.
yse %(cos)’) L [—1‘7] [-ge (cos B sin ) =gp (¢0S ¥ +_";]‘J’-+zuv(stnpcoa 8)+ wzn(cos 8){cos y cos 8 +cos A sin y sin 8)] (2_37)

Equations (2-35), (2-36), and (2-37) comprise the scalar kinetic equations of
motion. These equations are the scalar representztion of Eq. (2-1) which describes
the motion of an aerospace vehicle in a gravitational field with harmonic terms under
the influence of applied forces, and are expressed in terms of local position an rela-
tive velocity parameters. The simultaneous solution of these kinetic equations together
with the kinematic equations (Eq. (2-11), (2-12), and (2-13)) completely define the
trajectory since this solution yieids the time history of the state variables R, V, ¥,

B, 6, and . The other trajectory parameters can be readily obtained as functions
of these six state variables.

2.2.2.4 Supplementé.ry Trajectory Parameter Differential Equ~tions, In addition to

the six trajectory parameters which are obtained by solution of the ’kinematic and
kinetic differential equations of motion, there are other trajectory-related parameters
of interest which are also ontained by solution of their differenﬁél equations. These —
parameters include the current weight, ideal propulsive velocity, graviiy relative
velocity loss, aercdynamic relative velocity loss, thrust misalignment relative vel-

ocity loss, and a heating parameter.

Weight. The vehicle weight (W) is obtained by integrating the time rate of change
of weight which is defined by various models. The total time rate of change of weight
(\5V) is composed of i’.hree terms; the W term whick is derived as part of the SIMPO
(WSIMPO)’ the W term which is derived from the Propulsion Table
), and the W term which accounts for any GIMAC* control flow rates

propulsion options
options (WT ABLE
). These three W terms are independent of each other.

Wammac

*Gas injection maneuvering and control

2=39
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Both the WSIMPO and the WT ABLE terms can be directly defined by the appro- ._
priate input parameters. This is true even if there is no corresponding thrust. These §
parameters can also be derived from the currently defined reference thrust (TSIMP o ’
oxt TT AB LE) and reference specific impulse (ISIMP o or IT ABLE) values of their par- '
ticular option by use of the relationship between weight fiow rate, thrust, and specific
impulse:

o _ IsiMpO

SIMPO ISI_MPO
. TTABLE (2-38)
w =

TABLE © InapLE

I control by gas ejection (GIMAC control) is to be provided, it is necessary to
account for the associated weight expenditure rate. Assuming that the vehicle is flying

at or near the trim angle of attack, this GIMAC weight flow rate is primarily dependent

on the aerodynamic normal force coefficient (CC ), the dynamic pressure (q), the Mach ‘)
number (M), the relative velocity (V), and four GIMAC coefficients (kl, kz. k3, and k 4) ‘
and is expressed as: *
Wammac = 2Cgd KiM® + kpM? + kgM + kg)/V : @-39) i
Each weight flow rate term is assumed tov be positive if it, taken by itself, would ]

cause the weight of the vehicle to decrease with increasing time. None, any, or all
three W parameters can be used to define the total time rate of change in vehicle weight,

For example, if all three paramete.s are used: '
W = Wgvpo * WraBLE *WaiMac (2-40) |

Ideal Propulsive Velocity and Associated Velocity Losses. Four velocity param-

étera are useful for trajectory analyses; these are: 1) the propulsive ideal velocity,
2) the relative velocity loss due to gravity, 3) the relative velocity loss due to aero-

dynamic forces, and 4) the relative velocity loss due to thrust misalignment. ‘.)

2«40
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The propulsive ideal velocity is that velocity which would be achieved by the
application of only the thrust forces from the initiation of the simulated trajectory to
, the current time. In calculating this idéa.l velocity, it is assumed that there are no
gravity or aerodynamic forces, and that at any time the total ffective thrust vector is

aligned with the relative velocity vector. The effects of the atmospheric pressure

;\
@ on the total thrust are included in the effective thrust. Consequently the ideal velocity
@

3} defined bhere differs from the ideal velocity given by the logarithmic rocket equation -
fg since this equation agsumes a constant specific impulse.
i -

A

b

The total propulsive ideal velocity (AVID) at time t is given by:

t /T
AVID ‘—‘-f ("%Q> dt (2'41)
to

i

b

where: g 0 is the reference surface gravitational acceleration.
@ t is the current time,
T is the total current effective thrust acting on the vehicle in line with the
vehicle roll axis /5\
to is the time at the initiation «f the trajectory simn;lation.
W is the tctal current weight of the vehicle.

.
=

X
i

B

The relative velocity loss due to gravity (AVg) is the velocity diffe.ence from

RIS 558

the ideal velocity which results from the presence of a gravitational field. Contribu-
tions to the gravity losses occur whenever the gravitational acceleration vector (g)

has a net component which ig parallel to the relative velocity vector. The net gravi-
tational acceleration component in the ~V* direction is obtained by transforming the

g vector from tae Local Coordinate System to the Relative Velocity Cocrdinate Systora
using Eq. (M-2). This component is the negutive of the coefficient of the ’i\v axis.

i Noting the result which is given in Eq. (2-17) the ravi'y loss is expreseed by:

ki t

r C\f Avp = (R sin ¥ -gg cos L cas y)dt (2-42)
kS ’ to

*Taken as nogative by convention.
:\; ‘ 2-41
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The veiocity difference from the ideal velocity which is due to the aerodynamic
forceé is called the aerodynamic reliative velecity loss (AVA). Tais loss occurs
whenévef there are‘aerodynamic forces acting on the vehicle which have net compo- ’
nents which are parallel to the relative velocity vector. The net acrodynamic force
in the V direction is obtained by iraasiorming the total aerodynamic force vector
(f AER 0) from the Vehicle Coordinate System to the Relafive Velocity Coordinate
System by means of Eq. (M~1). This componeat is the coefficient of the 1. axis.

v

By noting the results of Eq. (2-15), where F, which contains propulsive forces is

3
replaced by the axial acrodynamic force (F A) which does not contain propulsive

forces, the aerodynamic loss is given by:

[ - (cos A cos &) Fpy + (sin X cos ) FTI (sin o) Fv 1 8o (2-43)
AV, - dt

w

The relative velocity loss due to thrust misalignment (AVM) is the velocity
decrement from the ideal velocity whict results when the total effective thrust vector
has net comncnents which are not parallel to the relative velocity vector. This thrust
'"oss" along the /i\v axis is the difference beiween the total effective thrust magnitude
and its component along the /i\v axis, This component is readily obtained by applica-
tion of Eq. (M-1) to the thrust magnitude (T) to transform it froza the Vehicle Axes
to the Relative Velocity Axes and is equivalent to the renulting component aleng the

axis. Applying the results of ¥q. (2~15), where F, which includes aerody: amic

A
iV g
forces is replaced by T which does not include aerodynamic forces, the thrus! mis-

alignment velocity loss is express>d as:

(AR5 LM sy vt S T v

. : ‘
Avy = J' <T =t (1,"\’55 A cos %) \ dt “ 14) -

to
After inifial consideration, one might assume that: ’

2«42
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This is not true although in some cases it is nearly true. Examination of Eq. (2-36),
which defines, the time derivative of the relative velocity, indicates that the gravity
loss is included in terms of its time derivative as the first two right-hand terms of

the equation. By expanding Fy; of tke third right-hand term of Eq. (2-36) by means of
Eq. (2-15) and noting that Fg =Fp+ T, it can be scen t’ at the total ideal velocity minus
the thrust .nisalignment plus the aerodynamic velocity losses are represeuted as their
time derivatives in this third right-hand term. This leaves the (ourth right-hand term
of Eq. (2-36) unaccounted for in terms of velocity losses. This term is actually the
Coriolis acceleration component (it has a corresponding velocity loss (AV

COR
direction of the .nstantaneous relative velocity veclor. For most trajectories encount-

)} in the

ered in which the velocity losses are useful, this term i. smali* when compared with
the total ideal v-locity. The compicce relative velocity — ideal velocity relatiopship

becomes:

V = avip - AVg - AVyj - AVM - AVCOR (2-45)
when the algebraic sign is in accordance with Eq. (2-15), (2-36), 2-41), (2-42), (2-43),
and (2-44).

Acodvpamic Heating Parameter, The heat ilux ‘(‘HF) is defined to be the product
of the dynamic pressure (q) and the relative velocity (V). The heating parameter (Hp)

"at time () is the time integral of the heat flux, These two relationskips are:

Hy = qV
(2-46)

N P K
H j Hpct =J qVdt
to 1‘-0

whevre to is the time at the fnitiationof the trajectory simulation. )

* For example, for a typical ascent to orhit trajectory with u AVip ~ 30,600 ft/sec,
20 ft/sec <AVooR < ™00 ft/sec. -

A

2=43
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2.2.2.5 Trajectory Solutior Singularities. There are some trajectory situations

which result in an inability to define some of the kinematic and/or kir tic state vari-
ables; these require special logic to insure the correct solution, or to yield desirable

flight control histories.

Undefined Cases. Examination of the state kinematic and kinetic equations of

mwotion (Eq. (2-11), (2-12), (2-13), (2-35), (2-36), and (2-37)) indicate that the solv-
ability of all except Eq. (2-11) which defines R depends on the values of some of the
parameters which appear in the terms. The parameters whose values can present
difficulties are the geocentric radius magnitude {R), the relative velocity magnitude
(V). the vehicle weight (W), the relative flight path angle (¥), and the geocentric lati-

tude (9). Since R is never zero no special provisions for R are required.

Normally the relative velocity magnitude is greater than zero, however if the
vehicle has an inertial velocity wiih a due east inertial azimuth, a zero inertial flight
path angle, and a magnitude such that the vehicle has no moticn with respect to the
local meridian the relative velocity is zero. This condition most often ocrurs either
at liftoff with a zero initial velocity or in synchronous equatorial orbit. The equations
which become critical as V approaches zero are ﬁlose which define the time derivatives
of the-relative azimuth (Eq. (2-35)) and the time derivative of tbe relative flight path
angle (Eq. (2-37)). The lift-off case, which occurs only at the initiation of a trajectory
simulation,‘ is easily handled by assuming initial 8 and y values and assuming that the
B time derivative (é) is zero until after a specified time (provided by input parameter
"ATQ"). The synchronous equatorial case and all other cases which might arise are
handled by assuming that the time derivatives y and ﬁ (Eq. (2-37) and (2-35) respec-
tively) z~e computed by substituting a specified (provided by input parameter "VEIQ')
minimum relative velocity magnitude in the denominator of these two equations when-
ever the specified value of V is less than this specified minimum,. This has the effect
of smoothing the values of these functions by not permitting their values to become too

large in magnifude, while providing a reasonable starting value for these derivatives

2=44
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if the zero V condition is later passed. The physical significance of these parameters
on the resulting trajectory is minor since wher the velocity is near zero, its direction
and magnitude do not appreciably affect position (Eq. (2-11), (2-12), and {2-13)). When
operating near these conditions, care must be exercised to insure that the integration
tolerances are sufficiently small to prevent V from becoming negative. From the def-
inition of V, this conditior. snoul” theoretically never occur, however the integration
process uses polynomials to predict the succeeding values of the integrated variables,
consequently the tolerances must be such to prevent the pblynOmial determined value

of V from becoming negative.

The vehicle weight (W) should never be zero or negative; however this can occur

when trying to achieve a simulation section termination condition which is unreason-

"‘4"”;"?7}3‘-‘;‘?'( 1 i .;',‘:,..‘_.:; RN ,, RN

able for the modeled vehicle and the trajectory it is flying. This problem can be

avoided by use of the back-up time termination procedure (see Section 4,2,.3,5, Program

3
§
.

Control) which provides a secondary simulation section termination capability. In this

case, if the normal simulation section termination conditions are not met by the time

which is defined by the back-up time, the simulation section is terminated. The back-
up time, then, should be determined on the basis of allowing sufficient tirae for the re-

quired propellant expenditure plus whatever margin of time is necessary to prevent

interterence wiih the normal simulation sectior termination procedure and the deter-

mination of any required iteration end conditions.

The kinetic equation for B (Eq. (2-35)) becomes critical for ¥ values near either
+90 or -90 degrees. Normally this only occurs at lift-off and during the subsequent
vertical rise for ascent trajectories. Physically, of course, the azimuth 8 has no

) meaning under these circumstances, For the initial lift-off case, an initial launch
azimuth value is assumed and the time rate of change of g8 (é) given by Eq. (2-35) is
assumed to be zero for ly| values above a specified value provided by input parameter
"AGQ". Additionally, the time delay parameter ("ATQ") which is used to delay com-
putation of B for low initial relative velocities is also applicable in this situation.

D

N
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Should this condition arise at any other time in the trajectory, the ,6 equation is 4
automatically set io zero wnenever either | ¥y l is greater than "AGQ" or | ‘yl is

within 0.00005 degree of 90 degrees. It is noted that under those conditions, 6 and

Q; are identically zero (Eq. (2-12) and (2-13)).

At either central body rotational axis pole, both the relative azimuth (8) and the
longitude ¢ (Eq. (2-35) and (2-13), respectively) are undefined. From a physical point
of view, these parameters have no definition under these conditions; however certain
assumptions are made which result in realistic definitions for 8 and ¢ . If the position
results in a geocentric latitude (0) such that IG | is within 0. 0005 degree of 90 degrees.
these equations which define B and ¢ are set at zero., This mecans that the fpreviously
determined values of B and ¢ (either from the previous integration step or from the
initial values if the trajectory is initiated at one of the poles) are assumed at the pole
in question. After a pule is crossed, the integration procedure would be expected to
predict about the same values (as before the crossing) for 8 and ¢ (in the absence of ™
any drastic turning maneuver) and a value of 6 the magnitude of which is greater than
90 degrees, however when this condition arises, these parameters are reset to corre-

spond to the physical situation by the following scheme:

6: 6=180° - 60 if at the north pole (60 near +90°)
6= -180° - 6, if at the sonth pole (60 near -90°)
ﬂo + 180° *
: 180° *
¢ ¢0 + 180

where the 0 subscript here denotes the polynomial-predicted value after the pole was

crossed and before the logic just dercribed has been applied.

g

Rotational Rate of the Central Body. In the derivation of the vector kinetic equa-

tion (Eq. (2-1)), it was assumed that the inertial frame had its origin at the center of v
the central body and that the orientation was fixed with respect to the stars in our galaxy.

required (See Section 4.2.3.5 Program Control for the '"PRIF (K)" option).
2=46
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( A'.« The rotational rate of the Earth-Fixed Coordinate System about the Inertial Syster is
then the rotéltional rate of the central body (w) and should be defined by using the side-
real day {(approximately 86164.091* mean solar seconds for the ea’.kx’;th) rather than the
mean golar day (exactly 86400* mean solar seconds for the earth), If another wwere
used, then the relative parameters would be defined with respect to a coordinate sys-
tem which rotates ahout ihe I3 axis at a rate other than that of the central body. This
characteristic has specific applications to some analyses where the results are assumed
to be independent of the trajectory direction, e.g., a non-rotating earth solution. In
this case, the rate wis assumed to be zero. Another application requiring a special
rotating system is rendezvous analyses where it is necessary to determine the space-
craft's trajectory with respect to a satellite aud the satellite orbit, In simulating this
case the e; - ey plane of the "Earth-Fixed" Coordinate System is coplanar with the
satellite orbital plane and the origin of this system remains at the center of the attract-

ing body. Consequently the I3 axis (and the eg axis which is colinear with 13) becomes

& the axis of the satellite orbital motion. The "Earth-Fixed" Coordinate System is given

a rotational rate so that it rotates with the angular motion of the sateilite.

2.2.2,6 Specified Time Rate of Change of Relative Flight Path Angle. For some

types of flight it is necessary to be able to control the altitude, the radius magnitude,
or the relative flight path angle time history. Typical examples are atmospheric

entry and subsequent aerodynamic flight of a maneuverable lifting vehicle, or ihe
relatively low-altitude flight of an air-launched missile which is subjected to both
aerodynamic and propulsive forces. In an actual flight, this control is accomplished by
by modulation of the vehicle attitude to obtain the necessary propulsive and/or aero-
dynamic force components along the geocentric radius vector. For this reason, and
noting that the kinematic equations define only the geometry of motion rather than the
motion resuliing from external forces, it is necessary to use the kinetic equations of
motion which contain the external forces to control the resulting trajectory. Inspec-

tion of the kinetic equations of motion (Eq. (2-35), (2-36), and (2-37)) indicates that

* Reference 5
** Use of this w (0, 0041780746*deg/sec for the earth) results in the relative parameters
being defined with respect to the surface of the central body.
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the only suitable equation for this purpose is Eq. (2-37), which defines )".* Theoreti- ’
cally there are three modes which can be used to contfrol the F'y term of this equation,
These are: bank angle modulation, pitch angle of attack modulation, and yaw angle of
attack modulation. Of course any two or all of these may be used simultaneously for
control; however, in most circumstances either of the first two modes used irdepen- )
dently provides excellent control of the relative flight path angle. Consequently only

the bank angle and pitch angle of attack modulation modes are provided in the program;

and énly one of these two modes may be used at a time, that is only one may be used

during any simulation section,

The technique which is used to effect coniros of the altitude, radius magnitude,
or relative flight path angle time history, is to assume a constant time rate of change
of relative flight path angle and then solve for the required bank angle (o) or pitch
angle of attack (&). Equation (2-37) can be rearranged as:

J
Fy =(-%)[g9(sinycos B) +gp{cosy) - 2w, V(sin B cos 6) )
. (2-47)
, 2 s ; ing +vioe _¥ .
- W, R (cos G)(cos y cos B + sin y cos Bsin §) + RAD_ﬁ(cos Y)

where:

)'/s is the specified time rate of change of the relative flight path angle,

in degrees/second.

RAD is the radian to degree conversion factor; 57.2957795 degrees/radian.
The E,, term of Eq. (2-15) is defined in terms of the three £-4% -€ components of the
applied force (F g’ F"f FC) and the roll angle (0¢), the pitch angle of attack (@), and .

the yaw angle of attack (A). The aerodynamic force components of F gand FC ¥ A and

FC) are dependent on Mach number and @ while the aerodynamic force component F n

is dependent on Mach number and A .

* It is noted that control of ¥ is not really equivalent to controlling the altitude
becaise of the oblate surface geometry.
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If turning is required during any phase of flight in which a sp. cified time rate of
change of relative flight path angle is specified, then it is necessary to use bank angle
modulation, The bank angle (as) which is required to maintain a constant )'/s can be
readily obtained by assuming that & is independent of ¢, that A= 0, and that F77= 0.

These assumptions are nearly the case for most applications. Since none of Fg, Fn,

g

or F, are dependent on g, then the F'y term or Eq. (2-15) reduces to:

Fy = (sin ¢ cos g) Fg + {-c0s o cos 0) FC (2-48)
from which the required roll angle can be obtained as:

F

y .
_ 2~49
Og ARCCOSINE (sin @) Fg - {(cos o) Fc ( !

Eq. (2-49) is symmetric about 0 = 0, that is either a right or a left bank angle (os) can
be obtained from this equation; consequently the algebraic sign* of the bank angle must
be specified in order to completely define os. In addition, if the required F‘y defined
by Eq. (2-47) is greater than what can be obtained from acceptable ¢ values (& is
assumed to be independently specified) then there is no acceptable solution to Eq.
(2-49). Indeed, the magnitude of the denominator of Eq. (2-49) can never be less

than | Fy | Should this denominator equal F 5 then Oq is identically zero. The

adopted procedure is to specify a minimum (maximum)t o ; if the computed 0

LIM

t , i inste .
value is below (above) QLIM then cLIM is assumed instead of O'S Upon reaching

ULIM’ the specified y g €an no longer be met by bank angle modulation for the current

trajectory conditions (& and Mach number); it is however possible to achieve )"s later
on if the required trajectory conditions are met., Finally, OLIM must have the same
sign as the initial o since generally the crs function is monotonic while for constant
trajectory parameters (& and Mach number) the Fy given by Eq. (2-48) passes through

a maximum at o = 0.

* Positive for right bank angles, negative for left.
t Algebraic sense; the condition specified in parentheses is appli~able to left bank
angles.

2=49
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Pitch angle of attack modulation is used to maintain a constant 7.’3 when an inde-
dependently specified bank angle (o) and/or yaw angle (A ) is required. Unfortunately
there is no simplified solution such as €q. (2-49) for the pitch angle of attack (as)

required to maintain a ccustant y . In general F, and F, are dependent on & and in
8 e

g C
some cases of & modulation, non-zero values of both ¢ and A might be required. To
solve for as, a Newton-Raphson iteration is performed on the & in the equation which

defines F,y in terms of 0, , A, FE, F"?' and FC — Eq. (2-15). At each iteration step,

the Fi and Fc terms are evaluated for the current & value. This sqlution, thus, requires

only that o and A be defined independently of & and that o, A, Fg, FT)' and Fc have
reasonable values. Pitch angle of attack modulation has bounds which are usually de~
termined from the vehicle characteristic.:. Since the expression for Fy (Eq. (2-15))
is non~-symmetric about @ = 0, no special -.onsideration other than strict adherence to
algebraic sign convention is-required for negative @ values, @ is bounded from above
and below and these & limits (aMIN and aM AX) must be specified. If the iteration
calls for an & outside the bounds, the value of the nearest & limit is assumed and the
trajectory simulation is continued. This use of an @ limit means that @ modulation
for the trajectory conditions being considered cannot provide the required F'y rom
Eq. (2-47)) to maintain the constant ‘93. a modulation will be resumed automatically

as soon as the trajectory conditions permit it.

2,2.2,7 Solution by Numerical Integration. It is necessary to solve the six simul~

taneous differeriial equations of motion (Eq. (2-11), (2-12), (2-13), (2-35), (2-36),
and (2-37)) in order to define the vehicle trajectory. It is generally not possible to
s¢lve these equations and tl}e six supplementary trajectory parameter differential
equations (Eq. (2~40), (2-41), (2-42), (2-43), (2-44), and (2-46) in closed form,
consequently, it is necessary to employ a numerical procedure to integrate these
twelve equations.

An integration scheme which is simple and precise, yet economical, for this
problem is that suggested by R. H. Merson (Reference 6) in 1957, This process,

~ S
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known as the Kutta-Merson Ictegration Technique, is a fourth-order Runge-Kutta type
with provision for an automatic integration step interval adjustment. This technique
is simple to initiate, simple to terminate, and does not require storage of parameters

computed during previous steps. A summary description of this technique follows.

Let each of the N differential equations be represented:

(k) : v
dy ( n @ B (1\)) i
e -fk XY LY 3F s oeeees y (250)'
where
x is the independent variable
y(&) is the k-th simultaneously dependent variable
(k)

fk is the k-th functional relationship which defines the derivative of y

with respect to x.

It is emphasized that f, need not e analytically expressed; it can include terms

k
defined by tables, and/or specific input, and/or analytic function (e.g., F g FV’

and F'y of Eq. (2-35), (2-36), and (2-37), respectively). For this application, when-
ever fk is evaluated, it is necessary to evaluate the vehicle and environmental char-

acteristics for each value of x which is considered.

Let h be the integration interval step and let the subscript of yj () denote the
i-th predicted value of y(k). The zero subscript of X, and yo(k) denotes the values of
x and y(k) at the initiation of the integration. The Kutta-Merson process (Reference 7)

for each dependent variable is shown on the following page.

2=51
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.y (k) Log ( ML _yo(N)) ~ ";

; :

| AR 111 ( K Iy T AN RTIYS ([" 30, OB yl(N)) '
LI IN bug (xp ™ v @ L O(N)) .- (("o +_h] I yz(N))

* y4(k) . yo(k) ‘%‘”k ("o- yo(l)' yo(z)' o yo(N)) 3. “x +_h] Yzm' ’3(2)' o yz(i‘)) }!(2-51)

,, +2h!k”xo4%h] ,,3(1). 3(2) 3(N))

L ys(k) N ’o(k) * gl“k ( o(l) 0‘2). Ce yo(N)) +-32—hfk ([x0+£h] . yam. ya(z). Ce ya(N)\

Kk:
where y5( ” is the accepted value of y(k) at the end of the integration step (x + h). Each

)
) group of y j(k) is evaluated simultaneously. It is noted that fk is only evaluated five o

2 times during each integration step regardless of the number of dependent variables.

: If the interval h is such that f & y®, y®, ... y(N)) can be represented by the

* linear approximation

:

3 1 2

| fk(x. y( ). y( ), « v .. y(N)) = Ax +B(1)y(1)+B(2)y(2)+_ ... B(N)y(N)-n-c

for xo €X < xo +h and where A, B(k) » and C are constants, then it can be shown
(Reference 10) that the error of y,(¥) ang ys® 18

\
5_(k)
ERRORINy(k) =L 54y
10 " | 5
? (2-52)
k)
® _ 1 5 dsy(
ERROR IN y5 :"'2—0 h dx5 .
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(k) (k)

From Eq. (2-52) it can be seen that the error in y5 is 1/6 the error in ¥4 » con-

sequently, a good estimate (Reference 7) for the error {€ (k)) in the accepted value

of y(k) is:

1 X
ety =1y -y 0 (2-53)

The error estimate given by Eq. (2-53) for each dependent variable can be used
to either expand or contract the integrzti-w sie; ¢ize, It is noted that the accuracy of
the predicted y5(k? is better for siualler valuzs of h, consequently, it is reasonable to
decrease the step size in the event that € (k) is too large for anv dependent variable(s)
(y(k) ). If €(k) is sufficiently small for all dependent variables (yik} 7 then the step size
can be increased. This is exactly what is done. Dual seis of ints, r~tion tolerances

)

are specified for each dependent variable (y(‘k ). The first set con=ists of upper tol-
~rances (TOL1 (k)) each one of ~vhich is approximately equa’ i{c .2:- naximum accept-
able error in the k-th dependent rariahle over av integratiou =i¢-:. If € (k) is larger
than TOL1 (k) for any y(k). then the integration step size i ... wased by a contraction
coefficient (Gl) and the iategration is restarted from the piesious successfully inte-
grated values. The second set o1 tolerances consist of tixe lower tolerances (TOLZ(k)).
These lower tolerances ave selected for each y(k) such that if eachk TOL2 (k) is satis-
fied, expansion of the integration step size by a specified expansion coefficient G2 will
result in meeting the upper tolerances during the subsequent step. Table 2-1 shows

these data in summary form,

Contraction and expansion coefficient values of 0.5 and 2.0 for G‘r1 and G2. re-
spectively; TOLl(k) values selected as the total acceptable error at the end of the
simulated trajectory divided by the total expected number of integration steps; and
TOL, (k) values selected as 1/10 the corresponding TOL1 (k) value have been used
successfully for a wide range of types of trajectory simulations which have been .
determined with GTSM. Successfully used values of these patameters are internally
compiled in G’I;SM ; however, all (with the exception of Gy) can be input with a different

value in any or all simulation sectioas.
2=53 -




GDC-DBB70-002

Table 2-1. Summary of iirrcr Conditions

Number of y(k) for Which Effect on h and
Error Condition Condition Exists Integration Procedure

€ (k) < TOLy (k) All The curreni integraiion step is

(lower tolerance) successful and h is expanded to
Goh for starting the next integra-
tion step

€ (k) >TOL (k) One or More h is contracted to Gy h aud the

(upper tolerance) current integration step is re-
attempted

€(k) <TOL; (k) All The current integration step is
successful and h is unchanged for

€(k)> TOLy (k) One or More starting the next integration step

To initiate integration it is necessary to know the values of xo, y O(k). ho, G] , Gz,

TOLl(k), w'OL, (k), and the minimum acceptable integration step size aHVIIN)' The

(k)

values of x_and y 0 are usually defined either from the initial conditione "mput for

0
the first simulation section or from the values determined at the end of the previous
simulation section. A simulation seciion is defiied as any segment «f the simulated
trajectory iz which the integration process is continuous; a section begins with the
initiation of an integration process and ends witk termination of that particular inte-
gration process. Each time that fk is evaluated, any parameters* which are used to

define terms in fk must, of course, also be defined.

Termination of integration in a simulation section oc~urs either by direction or
by error. A simulation section termination parameter is defined by input together
with its termination value, direction, and tolerance. The termination direction indi-
cates whether the value of the termination parameter should be increasing or decreas-
ing at termination. When the integrated value of ihe termination parameter pasees
through its specified section termination value in the correct direction during an inte-
gration step, the value of the integration step size is iterated on by using the Newton-
Raphson iteration technique until the integrated value of the termination parameter

* These parameters are known as the necessary trajectcry parameters.
2=654
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is witnin the termination tolerance of the terminatiou value. The integration step is
reaite.nipiad for each Newton-Raphson prediction. An auxiliary integration termination
proceclure is also used. This procedure, which is called back-up time termination,
occurs automatically whenever the current time exceeds the specified /oy program input)
back-up time and the normal integration termination iteration procedure has not already
been initiated. In the event that an error occurs when evaluating any term of fk which
requires a modeling table, the integration process is terminated with an apprcoriate
diagnostic. If the integration step size contraction procedure results in requiring an
integration step size which is less than the input minimum acceptable integration step
size, & diagnostic is prinied. Under these circumstances, integration termination is
optional. If continuance of the integration is selected, the most recent reduced integra-
tion step size which is not less than this minimum step size is assumed. In this case,

each integration step which fails to meet the integration tolerance is accompanied with

an error magnitude for each of the twelve state variables listed in Table 2-c.

2.2,2.8 Trajectory Parameters. A trajectory parameter as used herein is a param-

eter which describes the vehicle, its motion, or its environment and is computed at
least once during each integration step. There are four principal categories of trajec-
tory parameters which will be subsequently elaborated upon; these are: 1) the state
variabies, 2) the necessary parameters, 3) the after-the-fact parameters, and 4) the

optional after-the-fact parameters.

State Variables. The state variables as defined in Table 2-2 are the twelve

parameters which are determined by numerical integration, These parameters have

been defined previously but are listed in Table 2-2 for convenience,

Necessary Parameters, The necessary trajectory parameters, are those

parameters which must be defined in order to determine the coefficients andterms
of the twelve differential equations which are integrated. These necessary parameters

must be evuluated at least five* times per integration step and, consequently, in order

* If the step size is contracted, these parameters must be evaluated five times per

contraction. See Section 2.2.2.7 (Solution by Numerical Integration).
2=~55
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Program Internal
Symbol Parameter Parameter Designation
R Geocentric radius Z(1)
v Earth Relative Velocity Z(2)
y Earth Relative Flight Path Angle Z(3)
B Earth Relative Azimuth Measured Clockwise
from North Z(4)
6 Geocentric Latitude, Positive in the Northem
Hemisphere Z(5)
o Geocentric Longitude, Positive to the East of
the Greenwich Meridian Z(6)
w Current weight of the Vehicle Z(7)
AV Crmalative Propulsive Ideal Velocity Z(17)
AVg Cumulative Gravity Relative Velocity Loss Z(18)
AV A Cumulative Aerodynamic Relative Velocity Loss Z(19)
AVM Cumulative Thrust Misalignment Relativ Z(20)
Velocity Loss :
Hp Cumulative Heating Parameter Z(39)

to eliminate redundancy, they are computed separately frc.a the so-called afte~ ‘*he-

fact trajectory parameters which are not required in defining the terms of the tv. lve

differential equations, These necessary parameters are listed below in the order

that the\y appear in Section 5.1.2.1 (Regular Output Parameter) together with their

definitions. The corresponding program internal designation appears in parentheses

to the right of each parameter symbol and the units appear in parentheses at the end
of each definition.,

Tim}

t ‘(-‘T)

The absolute time which is measured from a reference time.

The reference time is defined by speci ying the time (to) at

the initiation of the trajectory simulation (star{ of simulation
section 1). If tI is the current time from the initiation of

simulation section 1, then

t=t;0+tI o6

(sec) (2-54)

-
m—————
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The section relative time which is the current time from the

initiation of the current simulation section. (sec)

The local alfitude above the surface of the oblate central body.
h=R-R_ t) (2-55)

The aerodynam’c yaw force which is directed along the
standard pitch axis (ﬁ axis). The algebraic sign is in
accordance with the é\ - ﬁ- 2 coordinate system which is
defined in Section 2.2.2,1 (Positive to the Right).

F =C qA b 2-56
n 17«;117 (b) ( )

The aerodynamic axial force which is directed along the
A
standard roll axis (£ axis). The algebraic sign is in _
A
accordance with the fg‘ - 4\)- { coordinate sysitem which

is defined in Section 2.2.2.1 (Positive Forward).

FA=CAqAA

(Ib) (2-57)
The total applied force which is directed along the
standard roll axis (.’g‘ axis). The algebraic sign is in
A A
accordance with the § - 4\) - ¢ coordinate system. which

is defined in Section 2.2,2.1 (Positive Forward).

F=T+F, (ib) (2-58)

The aerodynamic normal force which is directed along
A

the standard yaw axis ({ axis). The algebraic sign is
A A

in accordance with the & - 1/7\— { coordinate system

which is defined in Section 2,2.2.1 (Positive downward).
F,=C,qA . 2-59
¢=Ce 4 | (2-59)

2=57
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Ln (Z(29)) The aerodynamic yaw load factor which is directed
along the 7 axis.
i =F /W~
n~Tn ®)
2 A (Z(30)) The aerodynamic axial load factor which is directed
along the £ axis,
£y =F, /W @)
zc (Z(31)) The aerodynamic normal load factor which is directed
along the { axis.
L,=F, /W
r=Fe (®)
!.T (Z(32)) The thrust load factor which is directed along the §
axis.
by = T/W ®)
£ ¢ (Z(33)) The total applied force load factor which is directed
along the £ axis.
T+F F
A__E
z = =
tSTW T W ®
L . ic .
AERO (Z(34)) The total aerodynamic load factor
—
2 2 2
J = /8 +4 +1
AERO / n A 4 &)
) (Z (35)) The total applied force load factor.
APPLIED
) 2 , 2 ,2
£ =/;. + 4 + 4
APPLIED n £ ¢ €)
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(2-60)

(2-61)

{2-62)

(2-63)

(2-64)

(2-65)

(2-66)
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The following three parameters, and F'y are obtained by transforming

FB. FV'

the ¥, Fn, and F, forces from the Vehicle Coordinate System to the Relative Velocity

3 g
Ccordinate System by means of the coordinate transformation defined in Eq. (M-1).
The algebraic sign is in accordanée with the /i\ﬁ - /i\v - /i\'y coordinate system which is

defined in Section 2.2.2.1.

(Z{44))  The total applied force directed along the 1, axis. The resulting
is presented in Eq. (2-42), (lb)

Fa

expression for F

8

FV (Z(45)) The total applied force directed along the "i\v axis, The

resulting expression for Fﬁ is presented in Eq. (2-42), (1b)

Fy (Z(46)) The total applied force directed along the /i; axis. The

resulting expression for FB is presented in Eq. (2-42). (1h)

Attitude. The following three parameters (0, &, A ) are defined according to their
geometric meaning as given in Section 2,2.2 * (Transformation from Vehicle Axes to
Relative Velocity Axes) and in Section 5.1.2.1 {Attitude). These parameiers and the

Y and tb parameters which are listed subsequent to them are either evaluated directly
by input or are computed according to the selected input options which are described
in the sections under Section 4.2.3.6 (Attitude Models).

o (Z(11)) Roll (bank) angle which is defined in Sections 2.2.2.2 and
5.1.2.1. Except when using the bank angle modulation
scheme, the current roll (bank) angie is evaluated directly
from program input according to the selected roll angle
control option. These options and the corresponding roll
angle definitions are described in Sectiou 4.2.3.6 (Roll
(Bank) Angle Definition)., For description of the bank
angle modulation scheme for maintaining a constant time
rate of change of relative flight path angle, see Section
2.2.2.6 (Specified Time Rate of Change of Relative Flight
Path Angle). (deg)

2=~59
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Pitch aagle of attack which is defined in Section 2.2.2.2 and
5.1.2.1, Except when using the pitch angle of attack modula-~
tion scheme or the pitch angle attitude control mode, the pitch
angle of attack is evaluated directly from program input
according to the selected pitch angle of attack control optio .
These opti ;ns are described in Section 4.2.3,6 (Pitch Angle
or Pitch Anzle of Atftack Definition). For description of the
pitch angle of attack modulation scheme for maintaining a
constant time rate of change of relative flight path angle,

see Section 2.2.2.6 (Specified Time Rate of Change of
Relative Flight Angle). If a pitch angle attitude definition
mode is used, @ is then determined from ¥ and A; o is
assumed fo be zero when using the pitch angle attitude
definition mode. From the definitions of &, A, ¥, R,

and V, the geometric relationships of these parameters )

can be illustrated as in Figure 2-11, « is then given by:

O = © -y -
90 7:/)0

where (deg) (2-67)

‘'co8
y, = ARCCOS (cos A)
In the event that |cos§ | > | cos) |, the previous value of

o is assumed. If A = 0, then wo = § and Eq. (2-67) becomes:
@=90° - y-p (deg) (2-68)

“aw angle of attack which is defined in Sections 2.2,2.2 ,
and 5.1.2.1, The yaw angle of attack is evaluated directly
from program input according to the selected yaw angle of

attack control option. These options are described in

Section 4.2.3.6 (Yaw Angle of Attack Definitiun), If the O

2=~60
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ft, 20’ V and

! "g\o is the unit vector
projection of ’g\ in

the R - V plane

VH are coplanar

V.. is the vector pro-
jection of V in the
horizontal plane

l IN THE LOCAL
HORIZONTAL PLANE

Figure 2-11. Pitch Angle of Attack Defined from the Pitch Angle

specified roll axis azimuth mode (e.g., "LAMC(K)'" =

3.. or4.,,)is used, A is then determined from & or ¥,

¥, 8, and the specified roll axis azimuth (). For this

C; mode, a zero roll angle (o) is assumed. If it is necessary

to initiate the simulation section with the value of 6 at the
end of the previous section or, in the czse of Section 1,
the vaiue of 6 which results from the initial value of A,
then thic initial value, 6 _ is obtained by the following

0
procedure (see Figure 2-12).,

by = 90° - -, (deg) (2-69)
where 'yo is the flight path angle at the initiation of the
current simulation section. If  is within 0.0000001°
of either 0° or 180°, §is assumed to be zero. If A 0
, is within 0,0000001° of £90°, then the horizontal com-
ponent of /\o ('\Ho) is equal to Ao, otherwise:

AH

tan Ao
0 = ARCTAN( ) (deg) (2-70)

4
sin wo

2=61
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Figure 2-12. Geometry for the Specified Roll Axis Azimuth Mode

60 is then expressed by

60=30+AH0

When @ is specified, 0 at the scction relative time tr
is determined according to the following scheme (see
Figure 2-12.

' = 90° - -y (deg)

where GK is a constant input angular term.

6ty + GK + oo-B (deg)

If ' is within 0.0000001° of either 0° or 180° or if the
value of A’H is within 0,0000001° of £90°, then the vaiue
of A is assumed to be equal to that of AH' otherwise:

A = ARCTAN (sin ¥’ tan \g) (deg)

(2-71)
(2-72)

(2-73)

PN
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For the case where ¥, rather than o, is specified, 6 at the
section relative time tg 18 determined according to the
following procedure. /\H is determined by Eq. (2-72); then
if AH is within 0.0000001° of 0°, £90°, or 180°, the value
of A is equal to that of )‘H’ otherwise:

X = ARCSIN (sin Ay sin ¥) deg) (2-74)

¥ (Z2(@43)) Relative pitch angle which is the angle between the current
geocentric radius vector (up direction) to the vehicle roll
axis ( £axis). This angle is either evaluated directly from
program input according to the selected pitch angle control
option (these options are described in Section 4.2.3.6.
Pitch Angle of Pitch Angle of Attack Definition) or as a

teometric relationships of these parameters are illus-

trated in Figure 2-13.

T e S i M ANMBRT B R 1 M Y
.

p =270 -6
cosp= -g8inj

IN THE LOCAL HORIZONTAL PLANE
e. NOTE: e anc € 1 Vectors have been omitted to keep the sketch simple.

Figure 2-13. Pitch Angle Defined from the Pitch Angle of Attack
2=63
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For general values of these parameters, ¥ is obtained by

the following procedure:

g, =90 -v

apl = ARCCOS (cos ¢2 cos a+ sin u’;z sin ¢ cos )
>(deg) (2-75)

cos .',’)2 - cos "’1 cos «
¢ = ARCCOS -siny  sina
1
p = ARCCOS (cos d;l cos \ - sin 1;)1 sin) sin § )J

The above equations can be simplified if ¢ and/or a and/or
A are equal to zero, If 0 = 0, tuen:

ab1= S0° ~y-aand8 = 18¢°
(deg) (2-76)

$ = ARCCOS (cos p, cos))

IfA =0, then = lbl and, consequently, the expressions
for 6 and ¥ listed in Eq. (2-75) need not be evgluated. If
both o and A equal zero, then:

¥ = 90° -y-q (deg) 2-77)

Logic has been provided in the program to use these sim-
plifications when appropriate in order to reduce the number

of trigonometric functions which must be evalaated and the 3
number of required arithmetic operations.

& (2(78) The relative pitch rate wi.ch is the time rate of change of .
the rvelative pitch angle (). The algebraic sign is positive ‘
for increasing values of the pitch angle. This rate is either !
specified directly ny program input according to the selected { ) |

2=64
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pitch angle control option (these options are described in
Section 4.2.3.6, Pitch Angle or Pitch Angle of Attack
Definition) or as a function of the % time history. Ia this

latter case, ¥ is expressed as:

N v - lbo
b = T (deg/sec) 2-78)

where
wo is the value of Y at the completion of the previously

successful integration step

At is the time from the completion of the previously
successful integration step

Environment
(-.‘ q (Z(9)) The dynamic pressure (with p in Ib/in .2):
q = 100,8 p M2 @b /et?) 2-179)
log 1 0q (Z(92)) The logarithm to the base 10 of q. Logm q is defined
according to:
K q>0.001 lb/ft2 ARG =q (2-80)
If q=<0.001
9.6 (2V+ 1 )2
ARG = : 2800 (2-81
- (|h - 260000 |) )
1
10 51000
= -82
Then logmq loglo (ARG) (2-82)

g (Z(10)) The total gravitational acceleration vector. g is obtained
directly from the central body gravitational potential energy
@:"’ o function U by taking its gradient (VU). The expression for
U, obtained from Reference 5, is:
2~83
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U= -

e

N n
[1 - Z Ju (%) Pn {Et* /eec?) (2-83)
l n=2
where

A ig the equatorial radius

Jn is the n-th gravitational potential harmonic coefficient

N is the highest order harmonic which is considered

P, is the n-th Legendre polynomial in sin 8 terms

4 is the gravitational field constant of whe central body

The gravity model which is used in GTSM includes up
through the fourth harmonic term @ = 2, 3,4) and assumes
symmetry about the rotational axis. Tne corresponding
Legéndre polynomials in sin 6 terms arec:

o
|

= 1/2 (3 sln®6 - 1) 3

J
]

1/2 (5 sin°9 - 3 sin ) 2-84)

o
[

= 1/8 (35 sin% 9 - 30 sin26 + 3)

The gravitational acceleration vector E is then given by:
0

R 1 l%UA-(_l)(QHA_(iE." -
- "U""(Rsme) ® 1¢ R ae)ie an)"a (2-85)

(ft/sec?)

a3t

k
;
&
§
j
i

Since symmetry is assumed about the rotational axis
(eq axis), the first right hand term of Eq. (2-35) is zero.
By convention the component ra¢ aitudes of g are defined:

% - (5)(5%) o
t/sec”) ~-86)
gr ”(gg) | 0

2=43
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s (1 Then g can be written:
e s oam o N A
E “EgtBz=ggly-gplp
€t/sec?) 2-87)
_ 2. .2
g gg *Eq |

R_ (Z(14)) The local surface radius of the central body. The surface

£ 8

m in general, can be defined as an oblate spheroid (see

£ Figure 2-14) with symmetry about the rotational axis and
; the equatorial plane. This surface is described mathe-~

g matically as a symmetric ellipsoid. The local surface
% radius is then expressed as a function of the geocentric
, latitude (8) from the equation which defines the elliptic

'} cross section containing the rotational axis.

R -
,‘\! 7 cos A 2 sin € 2 2
7 R, = — * \ =% t) (2-88)
g NORTH POLE

A EQUATORIAL RADIUS
B B POLAR RADIUS

; ROTATION AXIS—/

‘ EQUATORIAL PLANE

’

i AIAY

.'! — hegd = 1

Al *\B
SOUTH POLE
A EARTH'S SURFACE (ELLIPSOID)

Figure 2-14, Central Body Surface Geomefry
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The local gravitational acceleration along the geocentric
radius vector. The algebraic sign is positive for the
dovmward Jdirection toward the central body. éR is readily
obtained from Eq. (2-86), (2-83), and (2-84).

aq
t
[}

4 n

oU u . A\

R '<3R> 3 l'nz_n(n+1)J“P°(IT>
— &

(ft/sec?) > (2-89)

1}

]
=<}

m'—-.

/
Tg axis with
pusitive direction toward the north. ée is readily obtained

The local gravitational acceleration along the

from Eq. (2-86), (2-83), and (2-84).

4
N
g = ....—1-. .a_g =_£_ 2 J _A_n 9_&1
G R/\39 R2 &, D\R/ d&
=90
- 2 (ft/sec2) ? @-30)
By “ Bg '
' J
where
dP2
-d-.; s 3 cosfsinb
dP3 3 2
a-é'“- =§-[581n9-1](>089
dp,
4 _ 5 3, .
% -3 l7.sln e 3sm9} cos @

The current atmospheric ambient pressure which is
assumed to be a function of altitude. p is cbtained
directly from program input. See Section 4,2.3.6
(Atmosphere Model). (1b/in.2)

2-68
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Vs (Z(37)) The current velocity of sound which is assumed to be a
function of altitude. Vg is obtained directly from program

input. See Section 4.2.3.6 (Atmosphere Model). (t/sec)

HF (Z(38)) The current heat flux which is the product of the current
dynamic f)ressure and the relative velocity.

Ho=qV (b/[(ft-sec])  (2-91)

M (Z@40)) The current Mach number

v
= — 2-92
M v, ( )

Aerodynamics

C77 (Z(21)) The aerodynamic yaw force coefficient* along the standard
pitch axis (% axis) with algebraic sign in accordance with

G\ the Vehicle Coordinate System described in Section 2.2 2.1

5
¥
"
g
n.:?‘:

(Positive to the Right). CTI is assumed to be a function of
Mach number and yaw angle of attack ). Symmetry is
assumed about A = 0. The value of C‘fl is obtained directly

&3
-1
o
2
]
St
i
o

from program input. See Section 4.2.3.6, Aerodynamic
Yaw Force Coefficient Table (C,,7 Table).

C ¢ (Z(22)) The aerodynamic axial force coefficient along the standard
~ roll axis (.’g‘ axis) with algebraic sign in accordance with
the Vehicle Coordinate System described in Section 2.2.2.1
(Positive Forward), C, is assumed to be a function of

3
’ Mach number and pitch angle of attack. The value of C £

3 is obtained directly from program input. An option has

3

é * This parameter is suppressed (i.e., set equal to zero) in the current version of the
é <;‘ Space Shuttle Synthesis Program. The skeleton logic has been retained, however, to
; i simplify the incorporation of this parameter if this should become desirable,

4

1
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been provided in which two separately obtained (i.e., from

separate tables) C, coefficients are combined algebraically

£
to form an effective C ¢ value. This option is used when
modeling both boosier and orbiter vehicles simultaneously
during booster burn. See Section 4.2.3.6, Aerodynamic

Axial Force Coefficient Table (C £ Table).

The aerodynamic normal force coefficient along the giandard
yaw axis ({:\ axig) with algebraic sign in accordance with

the Vehicle Coordinate System described in Sedtion 2.2,2.1
(Positive Downward). CC is assumed to be a function of
Mach number and pitch angie of attack. The value of CC

is obtained directly from program input. An option has
been provided in which two separately obtained (i.e., from
separate tables) C ¢ coefficients are combined algebraically
to form an effective CC

modeling both booster and orbiter vehicles simultaneously

value. This option is used when

during booster burn. See Section 4.2.3.6 Aerodynamic
Normal Force Coefficient Table (CC Table).

The current total weight of the vehicle. This weight is
the result of integration of W (see Section 3.2, 2. 4 Weight)
and the initializing and/or the jettisoning of weight at
discrete points in the trajectory (see "JETW(K)" listed

in Section 4.2,3. 6 Weight Models). (b)

Propulsion. All propulsion models currently within GTSM are SIMPO models.

which the current propulsive thrust (T'), propellant flow rate (WP

A SIMPO model is a propulsion model defined by three propulsion parameters from

R OP)’ and Specifi.

2=70

0

A e n e K T R

NP

e v

sl



et T e e

ERIPEE )

A ATy e,

ik

LAy A0SR0 L

g

ey SO

i e

o

‘o

[ SRPPTRGI RIS, 7

GDC-DBB70-002

Impulse (I sp) can be obtained. GTSM has nine* SIMPO model options per simulation
section and two propulsion table options per propulsion table (see Section 4.2.3.6
Propulsion Models). The propulsion tables can be considered as SIMPO models in
which one or two of the necessary propulsion parameters, depending on which table
option is being used, is (are) defined at the current time via table look-up. By including

the table options and the zero thrust case, there are eleven basic procedures by which

T, WPR opP’ and Isp can be defined.
a. Zero thrust case; T :und Isp are assumed fo be zero and WPR OP is input
directly.

b. Given the vacuum thrust (TV A C) in 1b), the sea level thrust (TSL in 1b), and
the propellant flow rate (W in 1b/sec), then the current thrust (T) and Specific
Impulse (Isp) are obtained by assuming that W is constant and that T and I sp

are uniquely defined according to a linear independence on atmospheric

pressure (p).

T = Tyac - (Tyac - Tsp) (P/pp) @)
(2-93)
T
I Z e (sec)
sp W

where po is the sea level atmospheric pressure.

¢. Given the vacuum thrust (T in 1b), the vacuum specific impulse % AC

VAC
in sec), and the sea level specific impulse aSL in sec), then the current
specific impulse aap)’ propellant flow rate (W). and thrust level (T) are
obtained by assuming that W is constant and that T and Isp are uniquely

‘ defined by the atmospheric pressure (p).

(5\ * Only two opﬁéns are used during the ascent trajectory. These options, which are
internally set are the option described in paragraphs a and g. All options are
available during the returmn trajectory.
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Isp = Wyac - Iyac ISL)(p/po) (sec) W
W = Tyac/lvac (b/sec) ¢ (2-94)
T = I, ' (1b) )

Given a constant thrust level (Tc in 1b), the vacuum specific impulse (IV AC
in sec), and the sea level specific impulse (I in sec), tuzn the current
specific impulse (I ), and the current propellant flow (W) are defined
uniquely by assummg a linear dependence on atmospheric pressure. This
option describes a propulsion system in which the propellant fiow rate is
modulated to maintain a constant thrust.

T=T, @b)
Isp= Kac™ Tyac ™ Ys) (p/po (sec) L (2-95)
W= T @b/sec) |
Bp
Given the vacuum thrust (TV AC in 1b), the propellant flow rate (W in 1b/sec),

and the total engine exit area (AEX[T in in.z). then the current thrust level
(T) and specific impulse (Isp) are defined as a linear function of atmospheric

pressure (p), and W is assumed to be constant.

T = Tyac ~ P Aexir @)
) (2-96)
Igp = T/W (sec)

Given the sea level thrust (TSL in 1b), the propellant flow rate (W in 1b/sec),
and the total engine exit area (AEX[T in in. ), then the current thrust level
(T) and specific iinpulse (Isp) are defined as s linear function of atmospheric
(p), and W is assumed to be constant.
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= -
T ‘I‘S + (pO p) AE I (b)
(2-97)

ISp = T/W (sec)

g. Given the maximum vacuum thrust ( [TV AC ]M AX in 1b), the vacuum specific
impulse (yac in sec), the sea level specific impulse (Igy, in sec), and an

engire throttling condition which is the maximum allowable total applied

A
force load factor along the § axis ([£4, ] in g's), then for 4, < [zi]MAX

£ "MAX
the current specific impulse (I sp), propeliant flow rate (W), and thrust level
(T) are obtained by assuming that W is constant and that T and ISp are
uniquely determined by the atmopsheric pressure (p) by Eq. {2-94). When

z > - sase s
¢ (4 €]M ax (the throttling concition), the thrust level is defined such

L =14 .
that the resulting ¢ ( £]M Ax

prior to testing the value of £ £ in .. % v to obtain the Ig, value.

"t is noted that Eq. (2-94) is solved

T =W [£ ]. ,-F b
£ MAX A ) (2-98)

W= T/Isp (b /sec)

The negative sign in the thrust equation results from the sign conver. on

used for the aerodynamic forces.

h. This option is identical to that described in g above, except that the maxi-~

mum sea level thrust ([TSL]M Ax i Ib) is specified instead of [TV AC ]M AX.

In this case the second equation of Eq. (2-94) is replaced with:

] .

W= TSL/ISL (b /sec) (2-99)

All other computations are the same as those defined in g above.
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This option is identical to that described in g above, except that the maxi-
mum allowable thrust load factor ([LT] Max 1B 8'8) is specified rather than
(2 ¢ ]M AX' In this ca<.', the throttling condition is based on the value of /

and the first equation of Eq. (2-98) is replaced with:

T

T=W[ "T]MAx (b) (2-100)

This option is identical with that described in i above, except that the maxi-

SL]MAX in 1b) is specified instead of [TVAC ]MAX'

In this case, the second equation of Eq. (2-94) is replaced with Eq. (2-99).

mum sea level thrust ([ T

Given the vacuum thrust (T in 1b), the effective vacuum specific impulse

VAC

in sec), and the engine exit area (AE in in.2), then the curren:

aVAC ] XIT
propellant flow rate (W), thrust level (T), and specific impulse (Isp) are

determined as a functior of atmospheric pressure (p):

T
W = Npong (-I—Yig> (b /sec)
VAC

T = Npve (Tvac -~ PAgxpr) ©0s A () r (2-101)
I = -I- (sec)-

sp w J

where:
NEN G is the number of motor groups simulated by the input value of

Tyac ©-8.» two solid strapons with motor data input for one
solid.

A is the motor cant angle. Propulsive components due to a cant
angle which are not parallel to the 2 axis are assumed to cancel
out by symmetric placement of the motors each one of which are

assumed to have the same cant angle.

2«74
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This procedure is used for the propulsion table option in which T 8

VAC :
specified as a function of a time argument and a constant effective vacuum

specific impulse is assumed. When both T and W are specified as a

VAC
function of a time argument, the same procedur- is used except that W is

the product of N, - and the W which is obtained from the W table.

Logic has been provided in the program to handle special cases for those
options in which no difference between sea level and vacuum conditions is

specified.

2,2.2.9 After-The-Fact Parameters. The after-the-fact trajectory parameters are

those parameters which do not need to be evaluated in order to solve the twelve differ-
ential equations. This is significant in that it is not necessary to evaluate these param-
eters until after an integration step has been successfully completed, consequcatly,
these parameters are not computed as often as the so-called necessary trajectory

parameters.

Positicn

DR (Z(49)) The downrange angle. DR is the central angle between the
initial vector and the current position vector (see Figure 4-3
in Section 4.2.3.3 (Targeting). The initial vector (i) is a unit
geocentric vector with direction defined by the initial latitude
(OL) and the initial longitude (¢L). The unit position vector (ﬁ)
is a unit geocentric vector with direction defined by the current
latitude (0) and the current longitude (¢ ). i. and ﬁ are expressed
in the Earth-Fixed Coordinate system as:

T= (cos 6}, cos é1) ’e\l + (cos 6, sin 3; ) ’e‘z + (sin 6;) ’e\s
(2-102)

R = (cos 6 cos 9) 8 + (cos § sind) € + (sin 6) €3
Define an angular argument ARGDR such that:

ARG,.. = ARCcoS & - &)

DR
2-75
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Then from the geometry

if (8- 180°) ([T x R]- 6;)>0, DR = 360° - ARG
(2-103)

If (8, - 180°) ((E xR 7. &) <o, DR = ARG, (deg)

where
BO is the initial relative azimuth at the initiation of the
trajectory simulation and IT xR @3 defines the component
of f, X fl along the 63 axis, The algebraic sign is positive

A A
if L X R lies in the northern hemisphere.

The crossrange angle. CR is the angle between two planes

81 and Sy where S1 is the plane which contains the initial

vector (f.) and 2 reference target vector (’/I\‘), S, is the plane

which contains the initial vector (/I\,) and the unit position

vector (ﬁ). See Figure 4-3 in Section 4.2.3.3 (Targeting).

The reference target vector ('Il\‘) is a unit geocentric vector with

direction defined by the target latitude (GT) and the target longi-
A

tude (¢ T is also expressed in the Earth-Fixed Coordinate

T)'
system as:

T = (cos 8 cos &) &, +(cos Oy sin87) &, +(sin By &, (2-109)

The unit vector in the western direction (a') at the initial
coordinates is expressed

‘®= (sin¢y,) 6’1 - {(cos pL) ’e\z (2-105)

Define an angular argument ARGﬁR such that:

ARGy = ARCCOS .@M (deg) (2-106)

IT ¥ §]
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Then from geometry, the relative azimuth of plane Sy at the

initial coordinates OL and ¢L is given by

it (xR 8520, gy = ARGy

A A A
(L xR - &< 0, gy =360 - ARG,

The relative azimuth of plane S1 at the initial coordinates
GL and ¢ 1, 1s given by

(ﬁx"f‘)-i\v

B, = ARCCOS (deg) (2-108)
T It x %
Then crossrange becomes
CR = ARGg, - B (deg) (2-109)

It is noted that there are more direct vector methods which
could be used to obtain CR. These methods require taking
either the dot or the cross product of (/I\, X f{) and (i\, X '/I\‘).
However, crossrange is used frequently when iterating to
specified coordinates (OT, ¢T) and, consequently, values

of CR near zero must be accurately decermined. For this
reason it is not desirable to dot multiply (/I\, X ﬁ) and (/I\. x%)
since this results in defining the cosine of CR which does not
have acceptable resolution for small values of CR. Thke
cross product of (£ X ﬁ) and (f. X '/I\‘) defines a vector which
in absolute value can be used to define the sine of CR. The
problem here is that the algebraic sign is lost when taking the
absolute value of the vectors, hence, additional logic would
be needed.

2=

(deg) {2-107)
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: < 1
TMISS (Z2(51)) The target miss angle, TMISS is the central angle between

fp

DRT

(2(52))

WQ(7, M))

WQ(8, M))
WQ(9,M))

Veloeity

V.
i

(Z(41))

the unit position vector (ﬁ) and the reference target vector
(‘1\). Since there is no algebraic sign associated with this
distance angle, TMISS can be determined directly from
the cross product of ﬁ and '/I\‘

lﬁx'?l
IR 7]

The relative azimuth of plane 85 at the init'al coordinates
BL and ¢L is defined by Eq. (2-106) and (2-107).

T, .. ™ ARCSINE

MISS (deg) (2-110)

The target down range central angle is determined by the
same procedure as DR except the vector '/I\‘ replaces the
vector ﬁ and, correspondingly, BT and ¢'I" replace 6 and
@, respectively.

The relative azimuth of plane S1 at the initial coordinates
GL and ¢L where ﬁT is expressed by Eq. (2-108) and 0° <
WQ(8,M) <180°. Logic similar to that of Eq. 2-107 (except
that the vector "I\‘ replaces the vector f{) is applied wlen
determining WQ(9, M), consequently 0° s WQ(9, M) <360°,

The inertial velocity magpitude (V[). Vj is defined by
expressing both the inertial velocity vector (‘71) and the
relative velocity vector (V) in the Local Coordinatc System.
The velocity vector &e) due to the rotation of the central

body is:
A

Vo = @RI, @-111)
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Let Vy & Vi g’ and VI'R denote the components of V; along

the i s i g’ and iR axes, respectively (see Figure 2-15),

Then by geometry and Eq. (M-5).

VI¢ = wRcos6+V(sinScosy)
VIG = V (cos Bcos ¥) (t/sec) (2-112)
VIR = V (sin¥y)

By root-sum-squaring:

v = f!g + V? +'v? t/sec) (2-113)
Iy 6 R

The inertial flight path angle (‘yI). v, is the angle between

I

VI and VIH and is defined by

% = ARCSIN | — (deg) (2-114)

The inertial azimuth (ﬁl). ﬁI is the angle between ?9 and

VIH and is expressed

v,

I
= —-————---e -
ARGﬁI ARCCOS VI cos 7 (deg) (2-115)
ifv, 20, th = ARG
Iy en 8; 5,
(deg) (2-116)

if Vi, < 0, thenf; =360°- ARG,

Figure 2-15 illustrates the above relationships in diagram-

matic form.
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is the projection of the inertial velocity vector ({'I) in the horizontal

\/
I
plane which is defined by '1\9 and 'f‘¢

H

L R “‘“.. ' " “ .
BPEIONS ATPNDER S0 PRWEARRS £, %+ i o+ 8 TAT

Vy 1is the projection of {'R in the horizontal plane
V. s the velocity vector due to the rotation of the central body

B; 1s the Inertial azimuth, the angle betwaen ’i\e and VIH

8 is the relative azimuth, the angle between '1\9 and ‘7}1

N is the inertial flight path angle, the angle between ;;'I and VIH

y is the relstive flight path angle, the angle hetween V and {’H

Figure 2-15. Inertial Velocity — Relative Velocity Vector Relationship
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2.2,2,10 Optional After-The-Fact Parameters. The optional after-the-fact param-

eters are those parameters which are computed only if specifically called for by pro-
gram input. These parameters currently consist of the orbital elements (includes the
instantaneous impact parameters), the inertial /relative components ﬁ, \7’, \-'I, and a,

and the radar coordinate parameters.

Orbital Elements

i  (Z(66)) Orbital inclination. The orbital inclination (i) can be defined
directly from the geocentric latitude (6) and the inertial
azimuth (ﬂI) by solving a spherical triangle. See Figure 2-16.

i = ARCCOS (cos 0 sin fr) {(deg) (2-117)

Appropriate logic is provided in the program to recognize the
condition of either zero VI or ‘yI = % 90 degree. Under these

circumstances both i and the nodal longitude are set to zero.
NORTH POLE

CURRENT POSITION —-\

Figure 2-16. Orbital Inclination and Nodal Longitude

¢N (Z(67)) Longitude of the ascending node (¢N). The longitude of the
ascending node (nodal longitude) is the longitude defined
by the intersection of the current orbital plane and tke

2=81
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equatorial plane at the node (point of intersection on the ref-
erence sphere) at which the position passes from the southern

to the northern hemisphere. With reference to the geometry

) presented in Figure 2-16, an argument of longitude (ARGLNG)

B is defined:

g cos f;

ARGy NG = ARCCOSINE — (deg) (2-118)
* sin

If the inclination is either zero or 180 degrees, the orbital
plane is coplanar with the equatorial plane and, consequently,
the nodal longitude is undefined. In this case the nodal longi-
tude is assumed to be the current longitude (¢). I i is 90
degrees, the nodal longitude is equivalent to the current
longitude (¢ ) if BI = 0 degrees; if ﬂl = 180 degrees then ¢N

is set equal to ¢ + 180 degrees.* For the normally defined
cases in which i does not equal either 0, 90, or 180 degrees,
the nodal longitude is defined in the following table.

Table 2-3. Nodal Longitude Definition

Position and Velocity Conditions | Nodal Longitude*

8> 0, O<pys 90°, 1<90° | 6\ =9- ARGy yG
A> 0, 180°>8;> 90°, 1<90° | ¢ =¢ - ARG\
8< 0, (°<fys 90°, 1<90° | ¢y =¢+ ARGyyg
< 0, 180°>8;> 9%, 1<9C° | ¢, =6+ ARGLNG
8> 0, 180°<8y<270°, 1>90° | ¢y =0+ ARGy NG (deg)
8> 0, 360°>8;>270°, 1>90° | ¢y =¢+ ARGy NG
8< 0, 18C°<fy<s270°, 1>90° | ¢y =¢ - ARG NG
0< 0, 360°>B; >270°, 1>90° | 8y =6 - ARG\

(2-119)

’ ﬁdjusted. it neceas'ary, to yield 0 s ¢N < 360°
2=82
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Orbital energy (C3) in English units.

2u 2, 2
Cy = vI2 - = €t /sec’)  (2-120)

where i is the gravitational field constant of the central

2
boc expressed in ft3/sec .

Local circular velocity (V)
vV, = j—ﬂ* t/sec) (2-121)
¢ R

Current geocentric apogee radius magnitude (R A)' R A is

only defined for elliptic orbits; in the event that parabolic
or hyperbolic conditions exist, R A is set equal to zero.

For elliptic orbits, R, is expressed as:

A

R, - p@are () @2-122)

[csl
where e is the orbital eccentricity

Current apogee velocity (V A). v A is not defined for

parabolic or hyperbolic orbits; under these conditions
V., is set equal to zero. For elliptic orbits:

A
v, = (L9 @t/sec) (2-123)
R
A
Orbital energy (C3M) expressed in metric units
Cq = 2 2 2
M Cg (CNV4) (km“/sec”) (2-124)

where CNV4 is the conversion factor, 0,00030480061
kilometers per foot.
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e (Z(73)) Orbital eccentricity (e) }
pC,
e = | 1+ —~ (2-125)
7

where p is the orbital parameter in feet

p (Z(74)) Orbital parameter (p)

€t) (2-126)

i
7

where C is the Keplerian area constant in ftZ/sec

¥ C (2(75)) The Keplerian area constant (C). C is the angular momen-
tum which is twice the time rate of area swept by the radius

vector,

c=R [vZ +V2 €t2 /sec) 2-127) _
I, T :

Al eREEITLT

n (2¢76)) The true anomaly (). Let an argument of anomaly ARGT)

be defined: ’
ARGn= ARCCOSINE <[_p/—§.'_1]) (deg) (2-128) :
H
Then
- = ARG
if y 20 n = ARC,
(deg) (2-129
if y <0 n =360 - ARG,
T (Z(77)) The orbital period (T)
T = 2na Ja/p (sec) (2-130)
where a is the semi-major axis defined by
a8 = b €t) (2-131)

| C3|
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wp (Z(91)) The argument of perigee (wp). wp is the angle between the
ascending node and the perigee measured in the orbital
plane, positive in the direction of orbital motion, For polar

inclinations, wp is defined:

w *= 0 - nwhen Vyis <’ ected

northward
T N (deg) (2-132)
a w *= 180° - 6 - nwk. . Vyis - irected
i southward

For non-polar inclinations, the difference in longitude
between the current position and the ascending node is

given by:
Ag = ¢y -9 (deg) (2-133)

where A¢ is adjusted to be in the principal cycle, [0°,360°).
Let angular arguments C and C’ be defined by:

C’'t = ARCCOSINE (cos 6 cos A¢) deg) (2-134)

c’ if 6<90°
(deg) (2-135)
360° -C’ if8=2p°

]

Then wp is given by:

wp* =360° -C -7 (deg) (23-136)

Rp (2(96)) Current geocentric perigee radius magnitude (Rp).

"PRIF(K) = 0., " otherwise it 18 not adjusted. |
t Here C’ is assumed to be between 0° and 180°, 0° < C' < 180°,

2=85

a Rp is expressed as:
S R =5 {t) (2-137)
p l+e
@ * The angular value is adjusted to be in the principal cycle, [0°, 860°), if
5
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¢p (Z(97)) The geocentric latitude of the perigee (¢p)

b = ARCCOS (sin i sin wp) (deg) (2-138)
® A (Z(98)) The geocentric latitude of the apogee (¢ A)
B, = - ¢p (deg) (2-139)

Ba A(REA) The surface radius of the earth at apogee and ai perigee
(BQA). The surface is defined as an oblate spheroid (sec
Figure 2-14) with symmetry about the rotation:z]l axis and
the equatorial plane. R@A is expressed by:
-1/2
2 2
1-8in“ ¢ sin“ ¢
p p

Rg = + (ft) (2-140)
A A2 B2

hp JZ2(99))  The perigee altitude (hp) as measured from the earth's oblate

surface.
h =R - t 2-141
=R ReA ) ( )

h A (Z2(100)) The apogee altitude (hp) as measured from the earth's

oblate surface.

h =R, - RQA €t) (2-142)

The following parameters are used to target the orbiter to an orbit in which the apogee
altitude, perigee altitude, and injection true anomaly has been specified. Let:

5Q(3,1) hAREQ = required apogee altitude (€t)

9D g

SQ(3, 3) nRE Q required injection true anomaly (deg)

required perigee altitude €t) (2-143)
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satisfy the input values of hARE Q horE Q and 7 Q

are defined by the following procedure.

RAT Rppp Q- ReA + hAREQ (t)
. 1
AT aeeq  ~F®, *7 PAgpq * Prreq )
Rp
ET e = REQ -1
REQ aRE Q
5Q/13,4) o8 Moo

85Q(3,5) s8in7

REQ
R -
RT R I “REQ at)
REQ 1+ eRE Qco.?. nRE Q)
HT bre@ = Freq e at)
o2 1 .
VT ViREq /H (RREQ aREQ) Et/sec)
VAT Va = [u 2 .2 (t/sec)
REQ RAREQ %REQ

Va Ra
GAMT ARG, =ARCCOSINE( REQ REQ)

d VireQ PrREQ
If sin 20 = ARG
If sin ( )<0 vy = ~ARG
C:A "REQ 'REQ Y
2«87

The subscript REQ is used to denote the required value of any parameter in order to
These targeting parameters

(2-144)

(2-145)

(2-146)

(2-147)

(2-148)

(2-149)

(2-150)

(2-151)

(2-152)

(2-153)

J—
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é Z(101) The difference between the current altitude and the required
& altitude (Ah) is:
Ah = h - hREQ (2-154)
*’ Z(102) The difference between the current inertial flight path angle
. and the required inertial flight path angle (A'yI) is:
L
B
-t Ay =y -, (2-155)
SR 171" Mggq
:_ll ; Z(103) The difference between the currant inertial velocity and the
}g required inertial velocity (AVI) is:

av, = (2-156)

V-V
I 'Iggq

The following parameters define the instantaneous impact point. This point is the
intersection of the conic orbit which is defined by the current trajectory conditions
with the surface of the central body. These paramete: . although computed as part

of the Orbital Elements are not computed automatically whenever the previously listed
Orbital Elements are computed. These impact parameters are computed only if
specifically called out by program input and only if

a. Rp < 0.999B

b. RpsB
c. 0.0001<e<(0.9999

where R is the perigee radius of the instantaneous conic orbit.

Solution for oblate surface geometry (as opposed to assuming a spherical central
body) is optional; however, it is noted that when the oblate solution is required, it is
necessary to iterate on the value of tae impact latitude (OIMP) to obtain the correct

solution.,

2=88
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(2(84)) Geocentric latitude of the instantaneous impact point (OIMP)'

A Sp

/ There are two procedures for solution; the first procedure
is used when the inclination (i) is nearly 90 degrees (|i - 90° |
< 0.000001) and is presented in Table 2-4 while the : :cond
procedure is used for general non-90 degree inclination
cases and is presented in Table 2-5 and Eq. (2-157)

Table 2-4. Latitude of the Iustantaneous
Impact Point for Polar Orbits

B ARG, XKF1
B =0 ARGy = 6+ Anpp +1
B; = 180° ARGy = @+AMNL., -1
ARG, O mp
[ARG,|< 9¢° Opyp = ARGy
9¢° = |ARG,|< 270 Opyp = (XKF1) (180°) - ARG,
27¢° s |ARG,] Opyp = ARG1 - (XKF1)(360°)

where
ARG, is a temporary angular argument
XKF1 is a flag and/or coefficient.

OIMP is expresced

GIMP = ARCSIN [(XKF1)(XKF2) sin i sin D]  (deg) (2-157)
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-~
g Table 2-5. Latitude of the Instantaneous Impact 3
B Point for Non-Polar Orbits
B 8 |XKF2 N Ag*
0°5815180° + 1 +1 ¢A=¢N'- 180° A¢=¢A--¢ *
180° 60° | + | +1 =4 - = ~
<,31<3 qu N 180° | &Ad = ¢ ¢A
¢ <p<i80f-| -1 [p, =a sp=a, -9
1 Oﬂ 6 - - = = -
: 80° < By <360° 1 % SN Lp=¢ Pa
i
‘;. C = ARCCOSINE (cos gcos Ag); 0° sC <180
C-an D XKF1| XKF3
C-Anpn 20° D=C - ANy, o 0
0°>C-AnIMP>- 18¢° D'—'AnIMp-C -1 1
-180° =C - = -C - . )
AnIMP D AnIMP C - 180 +1 2
where C and ™ are angular arguments
XKF1, XKF2, and XKF3 are flags and/or coefficients
A9 is the difference ia longitude between ¢ and A
¢ A is the instantaneous longitude of the next nodal
crossing .
*The angular value is adjusted to be in the principal cycle, g
o, 360°). i
!
i 3
QIMP (Z(85)) Geocentric longitude of the instantaneous impact point A
@rmp)
=a’ - ~158
‘mp = e T @ Atvp (deg) @-15%

2-90
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L - . A
B T R

( where
¢;MP is the longitude of the instantaneous impact point for
a non-rotating central body (w =19)
AtIMP is the time to impact from the current time.
RQ,IMP (Z(86)) Radius maguitude of the central body at the instantaneous
impact point (R~ )
. IMP
P 21-1/2
-y cos el'\/l sin eI
s P MP
R = (———‘—) (—“-> €t) (2-159)
i Ommp A B
. '% . -
% AtIMP (2(87)) Time to impact from the current time (AtIMP) It is first

necessary fo cvaluate the eccentric anomaly of the current

pogzitien (E) and the impact point (EIMP)
5 E\ _ [1l-e n\ _
& tan (—E) “Viie tan (-2-) >0<E<2g (rad) (2-160)
1-e o (Tmmp)_
e ( > flrs tan ( > 20¢ Epyp<2m
a3
o (rad) (2-161)
% Then
¥
o |Epqp -E-etsinEy - sin E‘,], eoo) o162,
i 10 2q '
: LN
B ¢IJMP (Z(88)) Geocentric longitude of the instantaneous impact point for a
f ‘ non-rotating central body @IMP) As in the case of eIMP’
P! there are two procedures for solution; the first procedure
'»‘t{
o3 . is used when the incliration (i) is nearly 90 degrees
f% (?\\‘ (Ji-9v° ] < 0.000001) and is presented in Table 2-6 while
b
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the second procedure is used for general non-90 degree
g

inclination cases and is presented in Table 2-7.

Table 2-6. Longitude of the Instantaneous Impact Point for Polar
Orbits and A Non-Rotating Central Body

/ *
ARG, ~ Cvp
-~ ' =
ARG, | < 90 %mp ¢
< I =0+
90° lARGll < 270° yp = 8+ 180°
! 3
270° s |ARG,| Sp = 2
where ARG, is defined in Table 2-4 and Eq. (2-163)
* The angular value is adjusted to be in the principal
cycle, [0°, 360°).

Table 2-7. Longitude of the Instantaneous Impact Point for Non-
Polar Orbits and A Non-Rotating Central Body

Let ARG, = ARCCOSINE <ﬁ) ; 0° < ARG, <180°
XKF3 .él AQ)IMP

0 |Csp 10| Ag o =- ARG

0 180° < g; B¢ = ARG,

1 C<p 180 | Apy o= A

1 180° < By 8¢ p= ~ ARG,

2 By S 180° | A = ARG, + 180

2 180° < B, A n = ~ARGy - 18¢°
here D and XKF3 are defined in Table 2-5

A¢IMP is the difference in longitude between
P p 204 8,

.- 2=92
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’ . *
Thep ¢IMP is expressed

¢IMP (deg’ (2-163)

’ = +
‘mp T %4 A
AﬂIMP (2(89)) Central angle from the current position to impact (A nIl’VIP)

= - 9
Amp = Mp " (deg) (2-164)

where Nap is the true anomaly of the impact point

(Z(90j) True anomaly of the impact point (1 )

Tmp IMP
p
R ]
rvp
ARGﬂ = ARCCOSINE | =—————< | (deg) (2-165)
e
0° < ARG < 180°
n
Then
Npp = 36C -ARGn (deg) (2-166)

Bgsition, Velocity, and Acceleration Vector Components. There are two options

(A and B) currently available in GTSM which are used to determine vector componenis
of the positicn, velocity, and acceleration vectors in the Earth-Fixed Coordinate
System or in an Inertial Coordinate System. Figure 2-17 defines the Inertial Coor-
dinate System graphically.

The .?1 - 32 - 33 Inertial Coordinate System is defined at the initiation of the
trajectory simulation and is a right-handed orthogonal system with the third axis
(./1\3 axis) passing through the meridian which is defined by ¢L at a specific angle €
from the I axis of the Primary Inertial Coordinate System. The direction of the
first axis (./I\1 axis) is defined by a relative azimuth angle 8 p which is also specified.
The second axis (./1\2 axis) completes the right-handed orthogonal system.

* The angular value is adjusted io be in the principal cycle [ 0°, 360°).

2-93
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INTERSECTION OF THE INITIAL
MERIDIAN PLANE AND THE
PLANE DEFINED BY THE J
AND J5 AXES

INITIAL MERIDIAN PLANE
WHICH CONTAINS 8;, AND ¢y,

AT THE INITIAL TIME

€= 90° - 9L -0

B¢ AND & ARE SPECIFIED
ANGLES WHICH CAN BE
USED TO ALIGN THIS 8YS-

TEM WITH THE GEODETIC
LAUNCH CONDITIONS

Figure 2-17. The J, - 3, - 33 Inertial Coordinate S7stem
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The vectors which are to be resolved into components are normally expressed in
either the Relative Velocity or the Inertial VeIocity* Coordmate System; consequently,

it is necessary to transform these vectors into the J i- J 2- J 3 system Four trans-
formations are required; these are:

a. The Relative Velocity System to the Local System
. b. The Inertial Velocity System to the Local System
c. The Local System to the Earth-Fixed System
d. The Earth-Fixed System to the 7y -3\3 -5‘3 Inertial System

' The flrst transformation which transforms a vector from the ? -i -4 system to
1 o -19 iR system is defined by the transformation matrlx M- 51 of Eq. (M-5). The

second transformation which transforms a vector from the i 3 - i -1 system to the
A¢- Ig- 'R system is defined by th.2 transformation matrix [M 6] Ibelcgw. [M-6]is
obtained directly from (M-5] by replacing 8, V, andy with By, Vi, and 7. Fora

general vector A which is expressed in the Inertial Velocity System, it is trans-
formed to the Local System by [M-6].

6' A, cos B; sin /SI cos ¥y -sin ﬂl sin % AﬁI
Ag | = |[-sin B cosfy cosyy  -cos Brsiny | | Ay, . (M-6)
\AR 0 sin 71 cos ¥ A”I

Noting that, for orthogonal coordinate system transformations, the inverse matrix
is equal to the trauspose matrix, Eq. (M-3) (and the inverse of matrix EM—S] ) ylelds
the third transformation matrix "M-7], which transforms a vector from the { @ —/1\9 -Q

system to the e1 ez e3 system. For the general vector A, this transformation is:

Ael sin ¢ “-cos ¢ sin 8 cos¢@ cosf A¢

Aez = | cosad -gsin¢ sinf sin ¢ cos 6 Ag (M-7)
y

Ae3 0 cos A sin @ AR

The fourth transformation which transforms a vector from the 8- -8 6, system
to the J 1 -Jn -J-; system 1s derived by assuming that the 3 19 2-J3 axes are initially

~s;mllar to the Relative Velocity System except the axes (1 8 -’i\v -/1\71) are defined
by R and Vj rather than R and V. r A

2=95
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aligned in the same direction as the /e\l—’e\z -@3 axes, respectively, and then perform-

ing three sequenced rotations which result in the required orientation of J 1 -3, 2-5\ 3.
Referring to Figure 2-18, let :/1\1"", 3\2'". 3 3’" denote the 7 1—3\2 -3\3 axes in the initially
assumed alignment with the 'é\l - @2 - é\3 axes. The three rotations are defined:

i A ’ .
a. The first roiation Is a rotation of the J;""'-J. o~ 33'" about the J3"" axis
N A
through an angle C to a new orientation J;"'-Jy '~ 3 3’’. C is the angle which

A
results in placing J;” at a longitude of ¢y, and is given by:

C =¢p -wt ' : (deg) (2-157)
where t is the absolute time

b. The second rotation is about the :T\ 2" axes through an angle € to a new
A
orientation J 1'—3 2'-3'\ 3 where ¢ is:

€ =90 -6;,-6 ' (deg) (2-168)
where & is defined by program input (see "GTIP" in Section 4.2.3.1 ')

e. The final rotation is about the J. 3 axis through an angle D to the required
orientation 3\1 -3, 2 —31\3 . Dis given by
D = 180° -8, (deg) (2-169)

where 8. 1is defined by program faput (see "AZMI" in Section 4.2.3.1

If Ais any vector which is expressed in the é\l -32 - 63 system, then successive
applications of the elemental coordinate transformation m-trices (A-M3), (A-M2),
and (A-M3) in that order for rotation angles of C, €, and D, respectively, yields A
expredsed in the 51 -32 —93 system and defines the transfo-mation matrix [M-8];

|
AJl cosD sinD o0 cose 0 -sine¢ /cos C s8inC 0 Ae N
AJZ = |-sinD cosD © 9 1 9 -sinC cosC 0 Aez
AJS \ 0 0 1 sine 0 cosc¢ 0 0 1 A03 {‘)

2«96
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& NORTH POLE 8, 397 3y 8,, 8" ARE IN EQUATORIAL
R . L] »
7z ¢ PLANE AT ¢ = (°
8,, 3, ARE IN EQUATORIAL
Cﬁc PLANE AT ¢ = 90°
3, IN EQUATORIAL
PLANE AT ¢=¢,
R 2., 3\ "we C =gy, -~ wt
- 1 1 Do
EQUATORIAL Iz
; e A2
9 R
e A
FIRST ROTATION :ROTATION ABOUT J4'" THROUGH C
}‘ 20 Duw Dy DNu .
3 I3 J3" Iy, I, ARE IN THE

MERIDIAN PLANE
DEFINED BY ¢ =4,

€= 90° “GL"6

w

r
5
i

((5 TRAY
9
SECOND ROTATION :ROTATION ABOUT J,” THRGUGH ¢
4
* A, A
i I3+ I3
e A
; NORTH DIRECTION  §. 1§ IN THE MERIDIAN PLANE.
DEFINED BY ¢ =gy,
-3, D=180-5
»
" N
Jg’
; A
! I
s G THIRD ROTATION :ROTATION ABOUT 3’ THROUGH D
Figure 2-18. Transformation from Earth Fixed Axis to 91 -92 -33 Inertial Axes
! . 2497
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which upon carrying out the multiplication becomes:

AJ‘ [cosC cose cosD -sinC sinD) [ slnC cose cos D+ cos C sin D] [-sin ¢ cos D} Ael
A'JZ = | [~ccs C cos ¢ slnD -sinCcos D} [-sin C cos¢ sin D+ cos C cos D] [ sin ¢ sin D} Ae2 [M-8]
AJ3 [cos C sinel f8in C sin €] fcos € Aes

The angle 6 is defined by program inpvt. There is an option in this definition to
internally set & equal to the geodetic tip angle (GT) at the geocentric latitude 6. . Use
of this option rcsults in orienting the 3\3 axis parallel to this geodetic vertical. The
expression for 6’1‘ in terms of OL, the equatorial radius (A) of the central body, and the
polar radius (B) of the central body is readily derived from the geometry which is
illustrated in Figure 2-19, This cross section is described by assuming the properties

of an ellipse, consequently:

| ™o

2

X y

X . !.2_ =1  (2-170)
A° B

]

The slope of the tangent T at point S is = and is obtained directly from Eq. (2-170) viz.,

slope of tangent at § = —d; == (2-171)

— d
The slope of the line PS (perpendicular to the tangent), at S is —1/(33;-) , consequently:

S —
slope of PS = (E— tan Gg (2-172)
dy
The line OS has 2 slope:
slope of OS = 3 = tan L (2-173)

By combining Eq. (2-171), (2-172), and (2-173), Og. is expressed In terms of GL:

A2
tan 6 =-l—3-§- tan O (2-174)

2=98
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6,1, can now be obtained from Eq. (2-174) and the geometry of Figure 2-19 as:

bp = 6 -6,
g (2-175
. - vl A
by = ARCTAN’.BZ tan @ —GL

Since Eq. (2-175) is defined by tangent functions, and since 6’1‘ is a first or fourth
quandrant angle, the correct algebraic sign is automatically determined when evalu-
ating it.
NORTH POLE—;
Y ot

es)

|
A
OF" P A xh_lx

Figure 2-19. Geodetic Tip Angle

EQUATORITAL PLANE

Option A. Option A determines the vector components of the geocentric ramuz
vector R and the relative velocity vector V in the Earth-Fixed Coordinate System (see
Figure 2-6), and the net acceleration vector, a in the 31 —92 -93 Inertial System. The
net acceleration vector includes all accelerations acting on the vehicie — aerodynamic,

propuleive, and gravitatic.al,

Let R, Ry, and R, denote thé components of R along the 6\1, €, and 63 axes,
respectively. The associated program internal designations are Z(63), Z(54), and
Z(55), respectively. Expression of R as

= . A A
R = (0)i¢+ (0)19 +(R)fR

2=99
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and application of transformation matrix [ M-7] yields:

R, 0 o
Ry | = [M-7]] © [i35) ‘' (2-176)
Ry R

Let Vl’ V2, and V3 denote the compmwnents of ' along the el, 32 and 'e\s axes,

- respectively, with corresponding respective associated program internal designations

Z1(56), Z(57), and Z(58). Then for
5 0N A A
V=(0)is+ iy, + i
0 15+ W1y +(0)F)

successive application of transformation matrices [M-5] and [M-7] yields:

v, 0
Vo | = M-7TIM-5)| V (¢t/sec) 2-1177)
V3 0

The total applied force (does not include the gravitational force) vector is ex-
pressed in the Relative Velocity System as:

' A A A "
Fappuep = it Fyly+ E 1, @) (2-178)

g -
Multiplying Eq. (2-178) by (;”2) yields the applied force acceleration vector {) with

components f and f, where g, is the reference gravitational acceleration at
g v 0

Y
which weight is measured. f is then transformed into the ) 0" ie - i system by means

of the transformation matrix [M-5], thus, yielding components £y fe, and f_:
f¢ f'g
o | =511, €t/sec) (2-179)
e | \fR

2=100
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Q The total net acceleration vector (a) is obtained by adding the components of the

e e i £ S o i

gravitational acceleration vector g (with components gg and -gp) to the total applied
A A
acceleration vector, This is accomplished easily in t'.e /i\¢ -1i 6~ iR fra ae. The
A
resulting components are then transformed to the Ji - 92 - 53 Inertial System by

successive application of transformation matrices [M-7] and [M-8], thus, yielding

VA

the net acceleration vector expressed in the 5\1 - 32 - 33 system. Let a,, ag and aq

denote the components of a with corresponding respective program internal designa-
tions Z(59), Z(60), and Z(61); then:

TR
2

JUX.

R I

4 a1 f¢ )

G ay | = M-81(M-7] (£, +¢g,. (t/sec?) (2-180)
4y 3 ‘R ~ #g

2

q"

Option B. Option B defines the vector components of the geocentric radius vector

o

g R, the inertial velocity vector V., the total applied force acceleration vector f, and the
3, gravitational vector g in the 3\1 - 5\2 - 5\3 Inertial Coordinate System. The total applied
?’ force acceleration vector with components f g’ f_,, f is obtained by multiplying the

i total applied force vector F APPLIED (Eq. (2-180)) by (%’Q) This vector does not

f include the acceleration due to gravity. The vector components are designated accord-
; ing to Table 2-8.

¥

Table 2-8, Vector Component Designations

Components In The gom one/:\nts In The Cof;esponding '
Frame In Which Ji-dy-dg Inertial FProgran' Inertial
Veztor | Initially Expressed Frame Dasignations
- A .
; R R (i axis) Ry, Ry, Rg Z(53), Z(b4), Z(55)
; - A . .
) f g, g by f1, f5, fg Z(59), “Z(60), Z(61)
’ 3 g | €g' "R 81 2: B3 2(62), Z(63), Z(64)
: Sax) .

2=101
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Then by successive applications of appropriate transformation matrices of [M-5],

[M-6], [M-7], and [M-8] the vecior compovents are obtained; succinctly:

R]_ /0

Ry | = IM-8IM-7] { o (£t) (2-181)
vy 0

Vip | = M-81[M-73[M-6] 4! {ft/sec) (2-182)
VI3 0

fl fB

fo | = [M-81[M-7][M-5] ty | Et/sec?) (2-183)
- £, /

81 0

g2 = [M-81(M-7]{ g, ft/sec?)

g3/ | _gR

Posgition in Radar Coordinates. It is possible to compute the current position

in radar coordinates from the initial trajec.ory ccordinates (@ L’ # L’ RL)‘ and, if

required, the currently defined target coordinates (GT, ¢T’ RT). RL is the radius

magnitude at the initial position.
Ry (WQ(10,M)) Racius niagnitude rt the current target radar site
Ry = Rgp + by ®  (2-184)
where: R @ !s the surface radius magnitude at 6y

hT is the altitude of the vadar site

2=102
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( AZL (Z(52)) Azimuth of the vehicle measured at the initial trajectory
coordinates (AZL).
AZL = BR {deg) (2-185)

SR (2(79))

EA_ (Z(80))

AZ(Z(81))

3

(Y-

See Eq. (2-106) and (2-107) in Section 2.2.2.9,

Slant range of the vehicle measured at the initial trajectory

coordinates (SRL).
— A A
SRy, = SRy} €t) (2-187)

Elevation angle of the vehicle measured at the initial tra-

jectory coordinates (EAL). Let
A
L- SRL
ARGy, = ARCCOSINE | ————ro de 2-188
X SR, (deg) ( )
Then
= - 2-1
EAL 20° ARGX (deg) (2-189)

Azimuth of the vehicle measured at the current target radar
site coordinates (AZT). AZq is determined in a mannerA
similar to the procedure used to evaluate BR except that T
replaces ?J in Eq. (2-106) and (2-107)

A A A
ARG = ARCCOSINE M)_.VY) (deg) (2-190)
AZ l’i‘ X fil

Then from geometry, AZ,  is given by

T
A A
if (TxR]- é‘szo, AZ

T = ARGy,

T 360° —ARGAZ

(deg) (2~191)

AN A
M [TxR1- &< 0, AZ

2+103
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Slant range of the vehicle measured at the current target

radar site coordinates (SRT)

A A
SR =RR-R.T €t) (2~192)

]

sTTl t) (2-193)

—

S =
RT

Elevution angie ~f the vehicle measured at the current

target radar site coordinates (EAT). Let

A —
T - SRT }
ARG_ = ARCCOSINE | ———=- (deg) {2-194)
X SR
T
Then
= - d 2-195
EAT 90° ARGX (deg) ( )

Azimuth of the target site as seen from the vehicle (AZV).

AZV is determined simularly to the procedure used to evaluate
A

BR (Eq. (2-190) and (2-191))except that the ’f and R are inter-

changed.
[(ﬁ x'?‘)- 8

A = ARC 2-19
From the geometry, AZV is given by:
A AN A
‘e 2 =
if [RxT] e, 2 0, AZy ARG, . (deg)

A Al A (2-197)
¥ [RxT]" ey <0, AZy = 360° ~AZy  (deg)

The difference between the azimuth of the target site
from the vehicle and the azimuth of the vehicle (A AZV) (2=198)

AAZV= AZV- B (deg)
There is an option to increment AAZV by +n 360° for 0 sn
<10 in order to restrict the value of | BAZ, | to be less
than 360 deg.

2=104
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\'4
correct algebraic sign (e.g., if AAZV =  is being used to

( In any event, tests are made to verify that AAZ_ has the

terminate a simulation section, the value of AAZV should

approach zero) and is within 300 deg of zero. These tests are:

If 8 <0and AAZ_ > 60 deg, then AAZ__ is decremented by 360

\' \'

deg.

AAZy = DAZ - 360 (deg) (2-199)

If B >0 and AAZV < -60 deg, then AAZV is incremented by

:: 360 deg.

DAZ = BAZ_ + 360 (deg) 2-200)
3 RNGt (Z(95)) The surface range in nautical miles between the vehicle and

Ry

kS the target site or landing site (TNG,)

s T R - hT

4 =( MISS) ( L ) i 2-201
i RNGr =\ Rap / \"cnvs (a.mi.) (2-201)

where:

CNVS3 is the conversion factor which defines the number
of feet per nautical mile (6076.1033 ft/n.mi.).

RAD is the radian to degree conversion factor;
57. 2957795 degrees/radian

Y
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2.3 SYNTHESIS TECHNIQUES
The overall organization of the SSSP ig shown in Figure 2-20, and also
illustrates the major iteration process that exists betwzen the WTVOL and GTSM
subprograms., The additional iterations that exist due to option capabilities provided
iy by the SSSP are contained within this major iteration process. The answer sought

for a given run (or major iteration) is a vehicle and trajectory combination which

R TR

will deliver a specified paylcad to a specified parking orbit. (This specified payload
is provided by internal iterations to the WTVOL subprogram if the specified gross
liftoff weight (GLOW) option is utilized) For each run the following basic items are

fixed: payload weight or GLOW, number of main engines per stage, injection

A K

conditions (Vf, hf , and yf), staging yor staging dynamic pressure, specific
impulses, and AV allowances for post~injection maneuvering. Commonality cptions
also fix several booster characteristics (weights, thrust levels, etc.) in terms of
calculated nrbiter values. Within the WTVOL subprogram it is thus convenient to
design (size) the orbiter fi-st, then the be. ster. For the orbiter the weight and
volume computations are based on fixed thrust/weight or thrust, payload and mass

ratio M The answers are gross weight and volume. The booster computations are

o BNkt ey g £y o e LA e e
L e e L A S B

based on fixed thrust/weight or thrust, payload and mass ratio by its payload
being the compuied orbiter gross weight. In order to size the booster and orbiter,
it is therefore necessary to know T and e They are ‘reated as two independent
parameters by the iteration logic in the SSSP, and are deterrained in order to
satisfy the vehicle (size constraints) and trajectory (characteristie velocity) con~

ditions imposed by the groundrules. Initial estimates of and total characteristic

i
B

velocity (to perigee insertion) are input (the initial estimate of b, is computed

internally) and adjustments are made after each WTVOL/GTSM computation until

a vehicle/trajectory solution is obtained to within input-specified tolerance s,
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The primary function of the GTSM subprogram in the synthesis procedure is
to provide a characteristic velocity requirement update from the initial estimate
(by determining the velocity losses on the trajectory which change as the vehicle
design varies), thereby determining the mass ratios. (A secondary function of
GTSM is to provide beoster subsonic cruise lata for adjustment of the booster
airbreathing engine fuel requirements).

Tke organization of the SSSP was substantially influenced by the large storage
requirements of the component routines (WTVOL and GTSM), which necessitated
usage of the OVERLAY feature of the Univac 1108 computer. This is discussed
in Section 3 of this report, Programming Discussion. It is introduced here because
of its impact on the computational sequence. Basically, the OVERLAY feature
allows large parts of the pregram to be temporarily stored on peripheral memory
equipment, unavailable for computations, while other parts (called OVERLAYS) are
used in the central processor, The WTVOL and GTSM routines cannot be utilized
simultaneously; neither can the SSSP input and program control routines be used
with either of the other two. Transferral of these OVERLAYS between central and
peripheral equiprnert is fairly expensive in computer time. Consequently, it is
economical to minimize the number of trapsfers from one OVERLAY to the other.
Maximum useful information must be obtained from each OVERLAY before trans-
ferring to another. This influences the type of iteration logic used to satisfy the
vehicle size constraints and velocity requirements. The procedure chosen, which
has proven to be very efficient, consists of nested iteration loops: an outer loop,
requiring one transfer of each OVERLAY, whose purpose is to satisfy the velocity
requirement, and a series of inner loops, handled internal to the WTVOL subprogram,
whose purpose is to satisfy certain vehicle constraints imposed on the problem such
as requiring a specified gross liftoff weight for the system. The opersation of these
loops are discussed in the following subsections in terms of the operational capa~

bilities and synthesis interface techniques of the SSSP. The WTSCH subroutine,
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which contains the data bank of weight scaling laws (described in Volume II of this
report), and the trajectory subprogram (GTSM) will be treated as two '"black ~boxes"
in this section. The synthesis interface parameters which drive these two basic
portions of the program will be discussed in terms of synthesis driver ipput para-
meters, the calculated items output from these two basic program blocks, and any
basic input parameters which are required from the weight/volume data blocks in
order to describe the synthesis iteration process or nption capabnility of the SSSP.
These input data blacks are discussed in Sections 3 and 4 of this report however,

" in the following sections when a parameter is an input to the syn:hesis driver data
block, $DATAZ2, the input parameter will be denoted in capital letters ideutical to

the actual input acronym.

2,3.1 BASIC SYNTHESIS ITERATION

The important fixed parameters for a SSSP case are payloacyascent trajectory
terminal conditions, stage specific impulses, main-engine thrust ievels (or ignition
thrust-to-weight ratios, T/W's), and staging flight path angle or staging dynamic
pressure. The most important input estimate is the required total characteristic
velocity, AV (input as IDVEL*), from liftoff to parking orbit injection. This
quantity is characteristic of a given mission, and is usually known fairly well after
a few runs with a particular configuration. It varies primarily with liftoff thrust-
to-weight. The gross vehicle size is strongly dependent on AV. A good estimate o’
IDVEL results in fewer program iterations, since the initial vehicle is sized for
approximately the correct velocity requirement; the trajectory computations merely
refine the velocity requirement by accounting for the velocity losses, which vary

rather weakly with vehicle stage sizes and characteristics.

Sttt

*In succeeding sections synthesis input parameters will be capitalized and in the
form input to the $DATA2 input data block.
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The computational flow (as illustrated in Figure 2-%) is summarized as
follows:
1. Input data to basic data blocks: fixed input quantities and estimates

for IDVEL, main impulse mass ratios for the booster and orbiter

G

(. ) and gross stage weight for the booster and orbiter W _, , W_ ).
B o GB o

2. Process input data and adjust "y estimate to agree with IDVE L, estimate,
3. In WTVOL, size the vehicle:

a. compute W _ , using fixed T/Wo or thrust, s and payload

%

b. compute W _ , using fixed T/WB or thrust, by and booster payload

=W
GO

c. compare vehicle with sizing constraints imposed by input options if
utilized and, if not within specified tolerances, adjust control para-
meters and repeat step (a) cycle

d. prepare GTSM data from WTVOL output

4. In GTSM, simulate ascent trajectary with fixed bg determine |, * required
o
to reach the specified terminal velocity (V f) at orbit insertion,

5. In synthesis driver, test the error uo-uo* with specified tolerance,

a, if acceptable, set termination flag and cycle through WTVOL and
GTSM for printout
b. if not acceptable, adjust by and repeat Step 3 cycle.

The adjustment made to the input value of Y in Step 2 above is made as follows:

AV, = IDVEL -I g fnug

and
= e AVo/(IVO go)
o
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characteristic velocity increment estimated for the orkiter

32,2

where AV
o

e
o
Il

IB = effective specific impulse of the booster
= (1 - PERISP)*ISLB(1) + PERISP*IVACB(2)

PERISP = input scaling factor (x.80) which accounts
for the impulse lost due to atmospheric
pressure on the nozzle exit areas.

ISLB(1) = input value of the sea level specific impulse
for booster

IVACR(2) = input value of the specific impulse at vacuum

conditions for booster

IV = input value of the vacuum specific impulse

° of the orbiter

= IVACO(5)

With a reasonably good input estimate for IDVEL (e.g., within 250 ft/sec), the
basic synthesis iteration loop usually converges within three iterations. The test
specified in Step 5 is performed in the subroutine ITER8 and the error is compared
with the input tolerance on oo TOLMU (. 005 is usually acceptable). The estimates

for the gross stage weights (W GB » W Go) need not be good (:50% is acceptable on
vehicle size), since the convergence is very rapid and stable. The basic sizing
constraints referenced in Step 3¢ above are discussed in Section 2, 3.2 Basic
Synthesis Options, Calculation of the booster cruise requirements and how the
requirements interface with the basic synthesis iteration process are discussed in
Section 2, 3.4, Booster Subsonic Cruise Options, The basic synthesis iteration
loop is continued until convergence or until the allowable number of iterations have

been exceeded as specified by the input SYNIT (=6 as a maximum).
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2.3.1.1 Weight Sizing Driver. The basic data bank of sizing laws are contained

in the WTSCH subroutine. These sizing laws and their i..put requirements are
described in detail in Volume II of this report, Weight/Volume Handbook. The
basic input requiremerts to WTSCH are the scaling coefficients, fixed weights and
estimates made to initiate the sizing process.

The bagic scaling process performed bv WTSCH results in component weights
and volumes for the stage that are based on the esiimate for the overall or gross
stage weight and volume. Therzfore an i‘zration process is employed to ensure
that these two are mutually concistent, The iieration to ensure tho. the sum of the
component volumes is mutrally consistent with gross volume is coui:ined within
WTSCH and is a simple repetitive iteration on the total stage body . time, The
iteration o ensure that the sum of the comnonent weights is consista:’ with the
gross stage weight (W G) is the responsibility of the subroutine SCY v <, In SOLVE
a Newton-Raphson iteration procciare is used to drive the differ«s -~ in the gross
stage weight that is the estimated input, W’ o’ and the gross -in; s weight that is
obtained from WTSCH, W ' to zero, viz., W c" W’ -0, ~fs Newton-Raphson

¥

iteration for (x:n+1)th step is as follows:

e " Cme1
’ = ’ - =
WG(ml) Wc-(n) ®n) Wl -WL
/ (n) (n=1)
where, W' , WL, W! = estimate for the stage gross weight for the

G G
(n+1) (n) (n-1) (ml)th’ (n)th, and (n--l)th iterations,

respectively,

= th in tk i vs,. input of th
e(n), e(n-l) e error in tke outpui vs. inpu e

gross weight, W G-W é} , for the (n)th and

(n--l)th iterations, respectively.
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This iteration is continued until the error for the (ml)th step, e(m 1),is within
specified input tnlerance (-5 lbs) for each stage. The orbiter sizing is performed

in this fashion with fixed payload, b and vacuum thrust or vacuum thrust/gross
weight. The orbiter gross weight obtained is set equal to the booster p-ayload and

the process is repeated for the bosster with fixed ligy and varnum thrust or vacrium
thrust/hooster gross weight. Thus the data bank of sizing equations contained in
WTSCH is used for both the orbiter and booster stages with the fixed weights,

scaling coefficients, initial éstimates, and sizing tolerance being input separately fox
each stage (see Section4 -of this volume and the Weight/Volunie Handbhook, Volume

II of this report).

The basic output of this weight sizing iteration is a set of vehicle weights and
component weights consistent with the constant velocity requirement imposed on the
system. Optional venicle constraints imposed on the system which require additional
resizing of the confignration before updating this velocity requirement (i.e.,
simulating the ascent trajectory) are discussed in Section 2, 3.2, Ba.’c Synthesis

Options.,

2.3.1.2 Trajectory Simulation Driver (Ascent). Simulation of the ascent trajectory

basically tests the vehicle configuration obtained from the WTVOL subprogram to
insure that it mects the total velocity requirement which formed the basis of its
sizing. In addition the output from the simulation forms tkL._ bases for a detailed
analysis of the design trajectories for the shuttle configuration while providing

an exceilent means for determining sensitivitiee to f.e basic design due to changes
in mission requirements, Simulation of the bocster entry trajectory is provided as
an option, however the only result obtained which is necessary to the synthesis
process is the cruise range requirement which is used to estimate the"booster
cruise fuel requirements, in general a second order effect on the total system
sizing. This option along with the calculation of the booster cruise fuel require-
ments is described in Section 2. 3.4, Booster Subsonic Cruise Options,

2-113
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Due to the complex interrelationshin between the design of the shuttle and its
mission, a baseline ascent trajectory profile was established and built into the
basic synthesis process of the SSSP thus simplifying usage of the SSSP and n.roviding
a common basis for predesign studies. The subroutine TRAJC provides the basic
logic that presets the input parameters to the GTSM subprogram which establishes
this trajectory profile, The preset values of these parameters are described in
Section 4, Program Operating Instructions,

Seven basic flight simulaticn sections are available to model the ascent
flight profile. The following is a summary of the seven simulation sections to be
used as a reference for subsequent discussion:

1. Booster ignition (instantaneous startup of main engines)

a.- vertical rise for an input specified time (,;8-10 seconds)

b. pitchover maneuver at a constant relative pitch rate for an
input specified time (».16 seconds)

c. gravity turn maneuver (pitch angle;-of-attack = 0) to a section
terminal condition specified by input (usually a time point or the
point at initiation of main cngine throttling if required)

2, Gravity turn maneuver to boost~phase propellani depletion

| (instantaneous shutdown of main engines)

3. Coast of the attached vehicles for an input specified time. Termination
of this simulation section is considered the point at which the vehicles
are staged or separated and the point at which the bosster entry/return
is initiated.

4. Coast of the orbiter stage for an input specified time.

5. Orkbiter ignition (instantaneous startup of main engines) and burn for an
input specified time.

6. Orbiter burn to a section terminal condition specified by input (usually
a time point or the point at initiation of main engine throttling if required).
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7. Orbiter burn to orbit insertion, i.e., attainment of the input

specified inertial velocity (V f).

The vehicle attitude during the short coast periods in flight nhase< 3 and 4 above may
be modeled as either a gravity turn or a specified constant pitch rate maneuver as
specified by input. A multiplier on the initial pitch rate during flight phase 1 above
is iteratively determined to yield an inprt specified relative flight path angle(or Q) at
termination of flight phase 3 above. The orbiter flight (phases 5,6 and 7 above) mo»y be
simulated with the cotangent of the pitch attitude being linear in time, cotV =A+Bt.
The two parameters A and B are iteratively determined to yield the input specified
injection attitude (hf) and injection flight path angle (yf) at attainment of the input
specified injection velocity (V). (An optional method of specifying the ascent
trajectory terminal conditions-is discussed in Section 2, 2.2, Trajectory Computation,
where the injection point is input specified by the perigee and apogee atiitudes of the
parking orbit and the true anomaly of the orbit at the insertion point.) All of the
specified input parameters mentioned above is input to the GTSM data block ($DATA1)
discussed in Section 4 of this report.

The basic output derived from the ascent trajectory simulation is the or ter

propellant required to achieve V_thus determining the orbiter main impulse mass

ratio, u.;‘ . In addition the maxi;um value of the dynamic pressure (Q MAX) obtained
during the ascent is stored for use in the sizing equations in WTSCH for the next
basic synthesis iteration. The separation condition flight parameters (at termina-
tion of flight phase 3 above) are also stored for use in determining the booster

cruise range requirements and update of the booster cruise fuel requirements for
use during the next basic synthesis iteration. These updating processes utilized

for these parameters are discussed in the fanllowing sections.

R R
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The basic output from the WTVOL subprogram necessary te simulate the base~
line ascent trajectory is prepared in the subroutine TAMPER prior to entry of the
GTSM subprogram. These output parameters are obtained directly from the
last pass through the WTSCH subroutine for each stage and include the following

computed items:

w G = gross weight of the booster
B
= gross weight of the orbiter
G
0]
WP = booster main propellant expended during ascent
B ,
=W *(@_=1
G (U.B )/ hp
B
S.., »S = total (theoretical) wing areas of the booster and orbiter
W W
B 8]
T, »T = total stage vacuum tbrust of the booster and orbiter
VB V0

The booster gross weight is set equal tn the initial weight at the start of flight
phase I above. If fixed-size solid rockets are utilized for thrust augmentation at

liftoff, their gross weight is added to W to form the total vehicle weight at liftoff.

G
In addition flight phase 1 is automaticalltherminated on the burn time of the

solid rockets at which time the spent rockets are jettisoned. This option is
discussed in Section 2. 3.3, Secondary Synthesis Options., The orbiter gross weight
is set equal to the initial weight at the start of flight phase 4 above. The booster
propellant expended is used to determine the section terminal condition of flight
phase 2. Use of the orbiter main engines (fed from the orbiter propellant tanks)
during the initial boost phase is also discussed in Section 2. 3, 3, Secondary Synthesis
Options, Use of this option modifies the section terminal condition to include

this propellant expenditure. The theoretical wing areas are utilized as the

aerodynamic reference areas for computation of the aerodynamic forces on the
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vehicle during the tra“j‘er:tOry simulation. This process performs the scaling
of the aerodynamic forces on the vehicle as the vehicle size and wing size varies
during the synthesis itervation process. (NOTE: the aerodynamic force coefficients
remain unchanged and are fixed specified input and should typify the shuttle con~
figuration being ex:mined .) The propulsion characteristics are defined for each
ascent flight phase and utilize TV and Tv computed from WTSCH, input specified
specific impulses (at sea level ang vacuum conditions) for each stage and input
multiplicatiire thrust fact+rs which are used to control variations in engine performance
during flight such as utilization of emergency power levels or changing the nozzle
expansion ratio. (These factors are also used to control certain propvlsion options,
such as simultaneous burn of both stages at liftoff.)

The subroutine TAMPER supplies the GTSM subprogram with the total
vacuum thrust (TV) and effective specific impulse at vacuum and sea level conditions,

IV and ISL , are defined for each of the flight phases as follows:

Ly
H
[

* * (o)
v T, *TFCTRB(1)+ T  * TFCTROQ)
B o
T
\'

Yot W

0
1 1« BLBA)  qperrBa)+ T, * 2R« rreTROQ

i
[}

SL w Vg IVACBQ) Vo IVACOQ)
where
w - T +TECTRBY) . , TFCTROQ)
vy IVACB(Q) Vg, IVACOQ)
2. TV’ IV’ and ISL are computed the same as in flight phase 1 with the replace~ :

ments in the equations: !

P
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TFCTRB(1)
TFCTRO(1)
IVACB(1)
ISLB(1}
IVACO(1)
ISLO(1)

TFCTRB(2)
TFCTRO(2)
IVACB(2)
ISLB(2)
IVACO(2)
ISLO(2)

GDC-DBBT70-002

3.&4. Coast: TV’ I and IS are set to zero internally. (NOTE: the subscripted

A% L
parameters listed above are a80 input specified but utilized for printout
purposes only where the subscript '"3" is considered the nominal condition

and the subscript ""4" is considered the uprated conlitica of the parameter.)

5,6 &7,
T = T * TFCTRO( ~.
v Vo (I y
= (0]
1 v IVACO()
= O
ISL ISLO())

wherei=5, 60r 7
The thrust factors may be used tn show the effect on syrtem sizing or performance *
by uprating the main engine performance or by using the orbiter engines during the
boost phase. Use of the thrust factors for the orbiter during flight phases 1 or 2
require that the input value of FIRE be set equal to 1., however (see Section 2,3.3,
Secondary Synthesis Or .ions). The normal operational procedure for the shuttle
usually requires only sequential burns of the stages and therefore would not require
these thrust factors for the orbiter and hence the input value of FIRE must be set
equal to 2., see Section 2, 3.3.1, Sequential Stage Burns. 7

*Propellants ‘expended only O
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2.3.2 BASIC SYNTHESIS OPTIONS

The basic options provided by the SSSP operate within the WIVOL subprogram
prior to entry into the GTSM subprogram. In this manner the vehicle configuration
is sized within specified constraint tolerances with constant total velocity require~ -
ments. These basic options include constraints due to commonality between the
engine sizes of both stages or due to restrictions placed on the gross weights of the
stages. The first two options describe the basic propulsion system procedures one
of which must be selected to model the configuration. In additor, the sequencing of
the stage burns must be selected, i.e., the orbiter main engines may or may not
be utilized during the booster burn to staging. Sequencing of stage burns is discussed
in the next section, Secondary Synthesis Options, Section 2. 3.3, since this procedure
does not directly enter into the synthesis process. The last three options in this
section describe restrictions which may be placed on the gross size of the stages

however, they need not be utilized to examine system performance.

2.3.2.1 Fixed Booster Thrust (Common Stage Engines). This option specifies

that the thrust level per engine (or unit thrust) for the booster is obtained from the

total vacuum thrust level of the orbiter, TV . The vacuum unit thrust or the vacuum
thrust/gross weight of the orbiter is fixed in%ut specified in the orbiter input data
block (see Volume II, Weight/Volume Handbook). The TV is thus obtained from

the orbiter sizing (WTSCH). Prior to the booster sizing ex?try to WTSCH, the
booster thrust/weight factor is set tn zero and the vacuum unit thrust of the bo. :er

, T.. /N_, is computed as follows:
VB B

TRATIO .l

T /N =T *[-—-—,———-
Vg B Y% Yo |

where NB and N o &re the fixed number of booster and orbit er engines as specified

in the booster and orbiter input data blocks respectively, and TRATIO is the input
specified scaling factor for the ratio of the booster vacuum unit thrust to orbiter
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Lo—

vacuum unit thrust. This factor is input (~1) to account for the differences in nozzle
expansion ratios between the stages. The booster is thus sized on this vacuum unit
thrust yielding the gross stage weight, W G
B [3
The following input flags must also be specified o obtain this option:
BOOTW = 0.,

TWLOI = -1.,

Use of this option includes an important initi al check on the basis of the
sizing process prior to either simulating the ascent trajectory of the vehicle or
testing for additional constraints placed on the configuration. This check is performed
to ensure the inititally -sized vehicle has been synthesized with a set of estimates
that yields a reasonable thrust/weight at liftoff for the configuration (>1.2)*. The
liftoff thrust/weight, T/W)L o’ is computed in the subroutine TAMPER utilizing
w and the actual liftoff thrust for flight phase 1 as discussed in Section 2.3.1.2 -
aboé%. Adjustments are made to the b and the estimate for the maximum dynamic

pressure, @ , utilized to size certain aerodynamic control surfaces on each

MAX
stage (see Volume I, Weight/Volume Handbook), to anticipate the effect of changes
in T/W)L o The vehicle is then resized with the adjusted values. If the process
results in a '"poor" T/W)L o atter two iterations, the run is aborted which implies

that either a larger number of booster engines, N_, are required or a higher orbiter

B
thrust/weight or orbiter unit thrust is needed. The adjustments made to thy and QMAX

are based on sensitivities derived from past studies of typical shuttle configurations:

*This check is not made if GWREQ >0 (sec Section 2. 3. 2.3, Fixed Booster Gross
Weight) and with the vacuum unit thrust of the orbiter specified since this assures )
that the liftoff thrust/weight is fixed and known, a priori. \

2~120

Pt 7. v it i 2



syt

GDC-DBB70-002

Y
T -
/W)Lo 'r/w)LO
" = « |14 n) \n-1)
(o} 1-X T/W -
@) ‘@ X Mo -]
(n)
. and,
T/W) - T/W),
i _ LO LO
: QMAX T Ipax + OMXS * (n) (n-1)
(n+1) (n) 1=-Xx )
(m)
where,
500
X = * —— -0.2
m Yo 32.174 * IVACO(T) [T/W) - 1]
(m) LOm)
- 1000
Y o= 32.174 * IVACO(7)
IVACO(?) = input specified vacuum specific impulse for the orbiter
OMXS = input specified estimate for the slope of OMAX V8.
T/W)LO: Input g,900.

The subscript n implies the nth adjustment and is equal to 2 or 3 (two cycles
are allowed). The first sizing pass is based on the initial computed estimate for 4
with IDVEL (Section 2.3.1, Basic Synthesis Iteration) and an input specified estimate
tor QMAX = QMAX.
2.8.2.2 TFixed Liftoff Thrust-to-Weight. (a) Non-Common Stage Engines. This
option specifies thet the vehicle thrust-to-weight at liftoff be held constant independent

’ of the gross liftoff weight obtained from the sizing process (booster output from
WTSCH) and the thrust level specified for the orbiter. The vacuum unit thrust or
the vacuum thrust/g.oss weight of the orbiter is fixed specified input in the orbiter
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data block (see Volume I, Weight/Volume Handbook). The thrust/weight input to
the booster data block is assumed to be the required value at liftoff (sea level
conditions). Prior to the booster sizing entry to subroutine WTSCH, the bouster
vacuum unit thrust is set to zero and the booster thrust/weight facter at vacuum

conditions is computed as follows:

CB(1
T/W)B= T/W)LO * _IM_).

ISLB(1)
where, ,
T/W)B =  vacuum thrust/gross weight of the boester required to scale
the booster in subroutine WTSCH
T/W) = required liftoff thrust/weight input to the booster data block

LO

IVACB(Q) = input specified booster vacuum specific impulse
ISLB(1) = input specified booster sea level specific imptlse

The following input flag must also be specified to obtain this option: BOOTW=1,,

() Common Stage Engines. This option specifies that the vehicle thrust-to-weight
at liftoff be held constant independent of the gross liftoff weight obtained from the
sizing process (booster output from subroutine WTSCH) and so that the following
rela‘ionship exists between the booster and orbiter thrust levels during the WTSCH

sizing process:

Ty N =Ty * ['1'_1'\‘_;;119.-'
B o o
where,

T,, /N = vacuum unit thrust of the booster

V., B
B

TV 0 = total vacuum thrust of the orbiter

No = number of orbiter engines

TRATIO = input specified scaling factor (see option described in

Section 2, 3. 2. 1 above)
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Since the orbiter stage is sized prior to sizing the booster, the orbiter thrust/weight
factor is iteratively determined so that the computed liftoff thrust-to-weight for the
vehicle is within input specified tolerance of the desired value. Thus the input
specified value of the orbiter vacuum thrust/gross weight becomes the initial estimate
for this parameter and the vacuum unit thrust for the orbiter is internally set to zero.
After the orbiter has been sized, the booster is sized with the vacuum unit thrust
computed from the above relationship yielding the gross weight of the booster stage,
w G The total vehicle thrust/weight at liftoff, T/W)L o’ is then computed in sub-

roque TAMPER as follows, using the input specified values of the specific impulses

and thrust factors for flight phase 1:

1 ISLB(1)
o — * * *
T/W)LO W [T 5 TFCTRB(1)

IVACB(1)
Cp
ISLO(1)
% %*
+ TVO TFCTRO() * == coa)]

Use of the factors on TV in this equation are discussed in Section 2.3, 3,
Secondary Synthesis Option( wi% FIRE=1 and optional use of the orbiter main engines
at liftoff for thrust augmentation)along with modifications to this equation if fixed
solid rocket motors are used at liftoff for thrust augmentation. This computed
value of the vehicle liftoff thrust/weight is then compared with the desired specified
value input by TWLO. I the difference is greater than the allowed as specified by
the input value of the tolerance, TOLTW (. 001) the followir¥ correction is made to
the (n+1)th iteration estimate of the orbiter vacuum thrust/gross weight ratio, T/W)o:

TWLO
T/W) = T/“’) » —
°m+1) °wm W’Lo(m
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where }
T/W)0 . T/W)0 = (n+1)th and (n)th iteration estimate value of the
(1) ®) orbiter vacuum thrust/gross weight
TWLO = input specified thr:st/weight for the vehicle
at liftoff
T/W)LO = computed value of the liftoff t hrust/weight for
@) the (n)th iteration,
This_ iteration process is continued until convergence or until the input iteration
counter, TWLOI (x,6), is exceeded.
The following input flags must be specified to obtain this option:
BOOTW = 0.,
TWLO = desired vehicle liftoff thrust/weight ratio
TWLOI = number of maximum allowable iterations to i
obtain TWLO )
~6.
TOLTW = tolerance on TWLO
~. 001

2.3.2.3 Fixed Booster Gross Weight (Liftoff Weight)., The normal procedure

utilized in the WT'VOL subprogram provides for sizing the shuttle configuration

for a fixed payload as input - specified by the orbiter stage input data block (see
Volume II, Weight/Volume Handbook), thus oBtaining the gross weight of the orbiter
and booster, respectively. The gross weight of the orbiter automatically becomes
the booster payload. The hooster grocs weight is basically considered the gross

 liftoff weight of the system.

‘This option provides for the capability of fixing the booster gross weight
by specifying the required value with the input GWREQ and solving for the orbiter

)
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payload. Since the orbiter stage is sized prior to sizing the booster, .1e payload is

iteratively det ermined so that *he computed gross weight of the booster, W __ , is

G
within tolerance of the decired gross weight. (NOTZE: if fixed solid rocket m]%)tors
are used for thrust cugmentation during boost, the gross weight of the solids should
not be included in GWREQ since W G is not sized with them; see Section Z.3. 3,

Secondary Synthesis Options). B

A Newron-Raphson iteration procedure is used to solve for the payload, PL,

that yields the desired booster gross weight, GWREQ:

\" - W

Bay Py
PL = PL =~ (GWREQ - W )
n+1 n G PL, . - PL
() ) B(n) " -
where,
PL PL ,PL = (m1) vt\h and (n 1)th iteration estimate of the value
(n+1)’ (n)a (n-1) LI A3 \ 4
of the system payload, respectively
GWREOQ = input specified booster gross weight
w G w c = computed value of the booster gross weight for
v : h
B(n) B(n-1) the (n)t1 and (n-l)t iteration, respectively.

This iteration process is continued until convergence or until the maximum allowable
iterations have been exceeded dnternally cet at 5)., Convergence is usually very rapid
and is obtained within 3 or 4 iterations. The built~in tolerance on the iteration
process requires that the computed value of the W G is within .005% of the desired
value, GWREQ. For typical configurations this yi '%s a gross weight that is within

+ 250 pounds of the desired value.
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The input value of GWREQ is also the input flag that specifies use of this option.
If GWREE <0 this option is automatically bypassed. In addition this option should
only be used in conjunction with the Fixed Booster Thrust option described in Section
2.3.2.1 above (BOOTW = 0., and TWLOI = -1.,) where the vacuum unit thrust level

of the orbiter is input specified.

2.3.2.4 Fixed Orbiter Gross Weight. This option provides for the capability of

fixing the orbiter gross weight by specifying the required value with the input WOREOQ.
As mentioned earlier the normazl procedure utilized in the WTVOL subprogram

provides for sizing the shuttle configuration based on a constanttotal characteristic
velocity requiren_xent, AV, which is the sum of the incremental characteristic

velocities required of the booster and orbiter stages. In WTVOL the total characteristic
velocity is considered to be approximately proportional to the product of the mass
ratios, b * b = consiant = exp (AV/Ig), where I may be considered the overall

system specific impulse. The cumputed gross weight of the orbiter, W G’ is then

implicitly defined in terms of the booster mass ratio (u 13)’ o

WGO = f(u.o) = f[ exp (AV/Ig)/u.B ]'

Since the orbiter stage is sized prior to sizing the bhooster stage, the desired value
of W G is iterativély determined by varying , B within the process. Hence this
procesos essentially varies the velocity distribution between the stages.

A Newton-Raphson iteration procedure is used to solve for B that yields fhe

desired orbiter gross weight, WOREQ:

W 6, -We 'I
n-1) o)
ug =iy~ WOREQ-W_ ) ‘ m)
(n+1) (n) 0 uw -
(n) B(n) uB(n*-l)
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where,

th th h
’ PN = (m+1) , (n) , and (n-l)t iteration estimate of

n
B
(n+1) (n) (n-1)

the booster mass ratio, respectively. The first
cstimate of ug is input through the booster input
data block (see Section 4 of this volwure and

Volume II, Weight/Vclume Handbook)

WOREQ = input epecified orbiter gross weight
WG » W G = computed value of the orbiter gross weight for
th th
O(n) O(n--l) the (n) and (n-1) iteration, respectively.

This iteration process is continued until convergence or until the maximum allowable
iterations have been exceeded (internally set at 6). Convergence is usually very
rapid and is obtained within 3 or 4 iterations. The built-in tolerance on the iteraticn
process requires that the computed value of WG is within . 025% of the desired value,
WOREQ. For typical configurations this yields% gross weight that is within + 250
pounds of the desired value.

The input value of WOREQ is also the input flag that specifies use of this
option. If WOREQ < 0 this option is automatically by-passed. This option may be
used in conjunction with any one of the basic synthesis options described in the pre-
ceding paragraphs, but not with the Fixed Orbiter Propellant Weight option described
in the next section, Section 2.3.2.5. NOTE: if this option is not used, the system
is sized with a fixed value for ug as input specified in the booster input data block.

Use of this option includes an adjustment to % during the iteration process
described above. This adjustment not only improves convergence of this option
but also improves the Basic Synthesis Iteration process (described in Section 2. 3.1)
by anticipating the effect varying the velocity distribution between the stages by -
changing by During each Newton-Raphson iteration above, the following adjustment

20127
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to u,0 is made:

B
P
° nt+1) o(n) “B
( (1)
where,
th th :
Uy y b = (n+1l)  aed (n) adjustment to the orbiter mass
(n+1) (n) e th th
ratio used in sizing during the (n+1) and (n)
iteration on the booster mass ratio, respectively
th th . . .
Wy ’ = (m1) and (n) iteration estimate of the booster
(n+1) (n)

mass ratio. to obtain the desired orbiter gross

weight, respectively.

2.3.2.5 Fixed Orbiter Propellant Weight. This option provides for the capauility

of fixing the total "impulze'' propellant expendel during the orbiter burn (s) by
specifying the required value with the input WPOREQ. The orbiter total "impulse"
propellant is defined ag the sum of the ascent main-propellants burned to parking
orbit insertion (excliding flight performance reserves, trapped propellants, losses,
etc.) and the total post~insertion (or on-orbit) maneuvering propellants required, if
any, (See Secondary Propellant Weights, Section 13.1.8 of Volume II, Weight/
Volume Handbook). Defining the orbiter total impulse propellants in this faghion
allows the user to readily specify the actual volume of propellants utilized in meeting
the total 1hission velocity requirements.

The iterative procedure and metkodology utilized for this option is identical
to that used in the Fixed Orbiter Gross Weight option described in Section 2, 3.2.4
since the orbiter sizing is performed prior to the booster synthesis and the orbiter

total impulse propellants, WP , are also implicitly defined as a function of the
0]
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booster mass ratio, y B’ Therefore the desired value of the orbiter totai impulse

propellants is iteratively determined by varying u_Bwithin the process.

A Newton~Raphson iteration procedure is used to solve for g that yields

the desired value of the orbiter propellants, WPOREQ:

w -W
Po Po
=y - (WPOREQ - W ) (o-1) ()
P bp W

) .
(n+1) (n) O(n), ) B(n_l)

= (n+1)th , (n)m, and (n-1)th it eration estimate

(1) () (n=1) of the booster mass ratio, respectively. The
first estimate of by is input through the booster
input data block (see Section 4 of this volume
and Volume II, Weight/Volume Handbook)

WPOREQ =  input specified orbiter total impulse propellant
w , W = computed value of the orbiter total impulse
(n) O(n-l) propellant for the (n)th and (n-l)th iteration,

respectively.

This iteration process is continued until convergence or until the maximum allow-
able iterations have been exceeded (internally set at 6). Convergence is usually -
very rapid and is obtained within 3 or 4 iterations. A built~in tolerance on the
iteration process yields a computed value of WP within .025% of WPOREQ or
about + 200 pounds of the absolute value of WPOREQ.

The input value of WPOREQ is also the input flag that specifies use of this
option. If WPOREQ <0 this option is automatically by-passed. This option may

be used in conjunction with any of the Basic Synthesis Options described in this
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section except with the Fixed Orbiter Gross Weight option (Section 2. 3. 2.4) and
therefore, WOREQ <0. NOTE: if this option is not used, the system is sized
with a fixed value for bp as input specified in the booster input data block.

Use of this option also includes an adjustment to o during the iteration
procedure and is identical to the scheme described in the Fixed Orbiter Gross

Weight Option.
2,3.3 SECONDARY SYNTHESIS OPTIONS

The secondary synthesis o)tions provided by the SSSP are so-called because
they were developed for use in preliminary studies during the early phases of con-
figuring the Space Shuttle concept. These options basically provide for thrust
augmentation during the boost phase of flight (flight phases 1 or 2)* to minimize the
number or size of the main rocket engines required for the booster stage. As with
the Basic Synthesis Options (Section 2. 3. 2), the secondary options operate within
the WI'VOL subprogram priorto entry into the GTSM subprogram and simulation
of the ascent trajectory. The first option discusses the normal operational procedure

for the shuttle concept and the SSSF,

2.3.3.1 Sequential Stage Burns. The normal operational procedure utilized for

the ascent flight of the shuttle involves seguential burn of the booster and orbiter
stages to parking orbit insertion. The booster main rocket engines are ignited at
liftoff and are burned to propellant depletion. Staging and separation of the stages
occur a few seconds later. The orbiter main rocket engines are then ignited and
the crbiter stage continues to parking orbit insertion. This procedure is obtained
in the SSSP by specifying the input FIRE=2., selecting one of the basic propulsion
procedures discussed in Section 2. 3,2 above to model the configuration and then
supplying the input specified constant specific impulses and thrust factors for each
flight phase as described in the Trajectory Simulation Driver (Ascent), Section
2.3.1.2. In this mode of operation the values of the orbiter thrust factors during
*See Trajectory Simulation Driver (Ascent), Section 2.3.1.2
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flight phases 1 and 2 are ignored and need not be input. The remainder of the thrust
factors may be utilized to account for variations in engine performance during flight
such as utilization of emergency power levels or changing the nozzle expansion ratio

with an extendable skirt. They have nominal built~in values equal to 1.

2.3.3.2 Simultaneous Stage Burns. This optional procedure allows for utilizing

the orbiter stage main rocket engines during the initiai boost phase of flight (flight

phases 1 and 2 asdescribed in Section 2. 3.1. 2, Trajectory Simulation Driver). Two

methods for accommodating this procedure are described in the following paragraphs.

a. No Cross feed. This option allows the orbiter main rocket engines to be

utilized during the initial boost phase for thrust augmentation. Use of the orbiter
engines in this mode requires use of the propellants from the orbiter tanks during
the boost burn thereby depleting the supply of propellants available to the orbiter
during its solo burn to orbit insertion (i.e., no crossfeed of propellants from the
booster tanks to the orbiter engines). Usually the burn of the orbiter engines in
this mode is of short duration and assumes that the engines are in-flight restartable
or have a wide range of throttling capability since use of the orbiter main propellants
for this purpose has proven to be rather expensive in terms of overall system
performance.
This procedure is obtained by specifying the following input:

FIRE-=1.,

NXFOB=1., (or # 0.,)
selecting one of the basic propul 3ion procedures discussed in Section 2. 3. 2 above
to model the configuration, and then supplying the input specified constant specific
impulses and thrust factors for each flight phase as described in the Trajectory
Simulation Driver (Ascent) Section 2.3.1.2, The thrust factors may be utilized
to account for variations in engine performance during ilight however, these

factors have nominal built-in values equal to 1. In addition the terminal condition
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of flight phase 1 must be input specified as a time point after liftoff (see Section 4 for
trajectory simulation control) which is used in the subroutine TAMPER to compute
the total orbiter propellant expended during flight phases 1 and 2 in this mode and
hence, the automatic termination value of flight phase 2, boost-phase propellant
depletion.

b. With Crossfeed. This option allows the orbiter main rocket engines to

be utilized during the initial boost phase for thrust augmentation without depleting
the propellants in the orbiter tanks. Use of the orbiter engines in this mode requires
use of the booster main propellants in a crossfeed manner to the orbiter engines
thereby depleting the supply of propellants available to the bocster during ascent.
NOTE: the weight of the propellant feed lines and necessary hardware items to
accommodate this option should also be accounted for in the input data blocks of
either the booster or orbiter stages ($DATA3, sce Section 4 of this volume).
This procedure is obtained by specityi: : the following input:

FIRE =1.,

NXFOB =0.,
selecting one of the basic propulsion procedures discussed in Section 2. 3.2 above
to model the configuration, and then supplying the input specified constant specific
impulses and thrust factors for each flight phase as described in the Trajector;
Simulation Driver (Ascent), Section 2.3.1.2. The thrust factors may be utilized
to account for variations in engine performance during flight however, these factors

have nominal built-in values equal to 1.

2.3.3.3 Fixed Solid Rocket Motor Augmentation. This option provides for thrust
augmentation during the initial boost phase of flight by utilizing fixed eolid rocket

strap-ons. The characteristics of the solids are fixed input specified and are
modeled in a very simplified manner. Use of the solids is limited to flight phase 1
described in Section 2.3.1.2, Trajectory Simulation Driver (Ascent).
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The vacuum thrust time history for the solid rocket(s) is assumed to be a

linear function of time from ignition:

TV = SOLID * (AS + BS * t)
SRM
where,
TV = total selid rocket vacuum thrust
SRM
SOLID = input specified number of solid rockets
AS = input specified constant (single rocket vacuum thrust at t=0)
BS = input specified constant slope
t = time (seconds) from ignition of solids

The modeling of the solid rocket thrust during simulation of flight phase 1 acccunts

for the atmospheric pressure on the nozzle exit areas as follows:

T =T - SOLID *p * SAE
SRM VSRM a
where,
TSRM = total solid rocket thrust
pa = atmospheric pressure (psi) = f (altitude)
2
SAE = input specified nozzle exit area (in ) per rocket
The total solid rocket propellant flow rate, W SRM" is computed as:
w =T / SISP
SRM VSRM

where SISP = input specified constant specific impulse (sec) for the solid rocket(s).

The total solid rocket propellant expended, W , 18 computed as:

SRM
SOLID
= —— % *x * *
WP SISP TSBO * (AS + 0.5 * BS * TSBO)

SRM
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where TSBO = input specified burn time for solid rockets. The gross weight for

solid rockets, W a , i8 computed as:

WG = WP + SOLID * SINERT
SRM SRM

where SINERT = input specified inert weight per solid rocket. The input value of
TSBO is used to automatically terminate flight phase 1 at which time the spent solid

rockets, W, , are jettisoned where
JsrM
w, = SOLID * SINERT.
Jsrm

The input value of SOLID is also the input flag that specifies use of this option.
If SOLID < 0 this option is automatically by-passed. This option may be :sed in
conjunction with any of the Basic Synthesis Options (Section 2. 3.2) or secondary
options described above with the following exception: Fixed Liftoff Thrust-to-Weight,
Non-Common Stage Engines (Section 2. 3.2.2a). This option may be used in con-
junction with the Common Stage Engines part of this basic option (Section 2. 3.2, 2b)
however, since the iteration procedure described comvutes the total vehicle thrust/
weight at liftoff, T/W)LO, which is compared to the desired value, TWLO, the
following modification is made in the subroutine TAMPER to include the solid

rockets:
T . ISLB(1) * ISLOQ)
* 1) * * ¥ —_—
[ VB TFCTRB(1) IVACB() + TV TFCTRO(1) IVACO(l)]
T/W)_ = 0
IJO —
w G +W G
B SRM
+ T w + W
Stsrm [ Sy GSRI\J

where TSL is the total solid rockets thiust at sea level conditions at ignition

SRM
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(t=0) computed as:

TSL = SOLID * (AS - 14,69 * SAE)
SRM
NOTE: if this option is used in conjunction with the Fixed Pooster Gross
Weight option described in Section 2. 3. 2. 3, the gross weight of the solid rockets,

WG , are not included in the iteration process and therefore shouid not be
SRM

accounted for in the input value of GWREQ.
2,3.4 BOOSTER SUBSONIC CRUISE OPTIONS

Inherent in tue basic design of the Space Shuttle system is the concept of
reuseability of the stages. This section concerns itself specifically with recovery
of the booster 'stage and how the SSSP accounts for the cruise fuel allotment necessary
to power the airbreathing engines for successful returyn to a suitabie landing site or
airport.

During the Basic Synthesis Iteration procedure described in Section 2.3.1,
the booster is sized during each basic iteration in the WTVOL subprogram with

the gross weight of the orbiter, W _ , as its payload, a fixed main-impulse mass

G

ratio , y _, and a fixed total thrustoor thrust/weight ratio. The result of this

synthesis ]igs primarily the gross weight of the booster, W G’ which describes the
overall system performance. An important input paramete% to the booster synthesis
process is the allotment of the airbreathing fuel requirements. This parameter

is also updated during each Lasic iteration and is provided for in terms of the
performance mass ratio required for the cruise portion of flight (see Section 13.1.3
of Volume II, Weight/Voiume Handbook). The cruise performance mass ratio is
derived from Dreguet's endurance equations for an aircraft cruising for a given
distance at a constant speed, lift/drag ratio, ard constant specific fuel consumption

for the airbreathing engines. These constants are input specified. The distance
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or range that the booster must cruise after entry and transition to subsocnic flight
is supplied by various options within the SSSP, These options are primarily based
on the flight conditions at the staéing point supplied from ascent trajectory simula-
tion. This data becomes the initial conditions for hypersonic entry trajectory and
transition flight fo subsconic speeds. Thus this update procedure operates directly
with both the WTVOL and GTSM subprograms.

This section first describes the various options available that provide the
basic subsonic cruise range requirement for calculation of the booster cruise mass
ratio. Finally three alternative procedures are outlined which may be used to
calculate this performance mass ratio in the form utilized by the synthesis procedure
in WTVOL. One procedure must be selected from each of the two fellowing sub-
sections to define the booster cruise requirements and hence to successfully drive

this portion of the SSSP.

2,3.4.1 Booster Range Calculatiocn. This section describes the five basic options

provided by the SSSP in order to determine the booster subsonic cruice range
requirements,

a. Parametric Flyback Range Data. This option provides for determining

the cruise range requirement for flyback to the launch site with the use of built-in
data generated parametrically as a function of the flight conditions at staging

initial conditions for entry for a typical shuttle configuration. This data was
generated external to the SSSP using a three-degree-of~-freedom trajectory simula-
tion for a rauge of initial conditions, and was then incorporated into the SSSP in the
form of curve fits or as tables (subroutine RANGE). The staging conditions necessary
to drive this data is supplied by the simulation of the ascent trajectory. The output
provides the range increment from the staging point to initiation of the subsoaic
cruise which is in the downrange direction from tbe launch site. The range
increment from the launch site to the staging point (also provided by the ascent
trajestory simulation) is then added to form the flyback range required. Provision
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for a bias on this range requirement has 1180 been made to account for variations
from the basis of the pe.rametric data results. The basis for generation of the
parametric data is discussed in what follows.

The nominal boaster recovery trajectories were initiated at the staging point
and terminated at an altitude of 50, C00 feet. The following hypersonic vehicle

characteristics were used for the trajectories:

Entry loading parameter, W/CL S = 80.7 psf

max
L/D at cI = 0.5
“max
C = 0.72
L 723
max

The vehicle pitch attitude was assumed to be at zero lift at staging and be chapged
instantaneously to the CL attitude at apogee and maintained in that attitude

until termination, The p{t%%xangle-of-'attack at C L for the vehicle used was

60 degrees. The vehicle bank angle was used tc¢ m%%{ﬁze downrange travel within
a maximum normal load factor consiraint of 4.0 g, This bank angle was maintained
at this constant preselected value after staging until terminal altitude was reached
(approximate change in heading angle of 180 degrees). The range increment from
the staging point to fhe terminal point was then computed as the great-circle
distance between these points. The staging conditions which initiate this entry
trajectory were parametrized, within reasonsble bounds, to generate the combila-
tion cf range increments. The basic staging conditions utilized were the altitude
(hs), relative velocity (VS), and relative flight path angle(y s). Table 2-¢ summarizes
the output from this procedure and illustrates the approximate range of the data.
This data is compiled into the subrourine RANGE, RANGEF is called to yield the
appropriate range increment after tue staging conditions are determined from the
ascent trajectory simulation, The table look-up subroutine TBL2D is used to
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Table 2-9. Parametric Range Increments from Staging to Flyback Initiation
h (ft d
by ,) Y, (deg) v, (t/sec)

Note: Range in nautical miles.
7000 8000 9000 10000 11000 12000 13000

18000 2 93 108 122 138 153 169 184
4 101 118 134 153 171 190 209

6 110 130 149 173 196 225 256

8 120 145 168 199 232 267 304

: 10 132 161 190 228 272 331 404
’ 12 144 179 212 270 338 413 507
& 190000 2 99 116 133 150 168 185 204
4 107 127 146 168 190 215 241
5 6 117 140 163 192 222 252 285
L 8 127  15% 183 219 252 208 354
: 10 139 171 203 253 312 378 455
12 152 189 237 303 372 457 -534

200000 2 105 123 143 165 187 209 230

4 113 135 138 186 212 239 266

6 122 148 177 210 241 271 310

8 133 163 195 237 284 339 403

19 146 180 224 284 345 411 496

: 12 158 203 260 329 403  -480 =559
3 210000 2 111 130 152 176 200 224 248
o 4 120 142 167 196 225 253 283
¥ 6 131 154 182 219 260 302 349
8 142 169 206 259 316 375 441
g 10 153 138 240 264 371 446 -530
& 12 168 213 270 347 432  -~497 =573
220000 2 118 136 157 182 208 234 260
4 128 147 172 205 241 275 309
6 139 161 193 239 288 338 392
8 150 177 222 280 343 405 476
: 10 163 201 251 320 397 480 -545
12 179 220 278 365 -444  -514 -588
230000 2 123 142 167 197 226 264 280

4 133 155 186 224 263 302 343

6 145 172 211 261 313 366 421

8 158 193 237 297 362 430 503

10 173 211 263 336 419 ~499 =566
12 186 229 292 ~374 -451 ~522 ~597

where:  the minus sign preceding the range {ncrement indicates
a result beyond the generaced data

and
. .‘s = staging altitude
Yg T staging flight path angle (relative)
V_ = staging velocity (relative)
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interpolate between values in the {able to select the proper value as the staging
points variec during the basic synthesis iteration process described in Section 2.3.1.
If the upper bounds of the tahle have been exceeded during any iteration, this option
provides for a default value of range to be used (via data extrapolation) so that the
synthesis iteration may continue to convérgence. The converged case may or may
not have exceeded these bounds and thus this procedure is helpful in preventing
aborted cases or at least in diagnosing problem areas. The following are the

upper bounds on the staging condifions used:

hs = 250,000 ft (or resulting apogee h = 300, 000 ft)
- Vs = 13,000 ft/sec
= 14 d
Yq eg
The total reference range requirement in nautical miles, RREF' is computed

as:

RREF = ARLO+ ARDATA + DRNG
where,

ARL o = range increment frown the launch site to the staging

point (from computed range angle - GTSM)
ARD ATA = range increment from the staging point to initiation
- of the flyback cruise from Table 2-9

DRNG

input specified additive range factor (n.mi) to bias results.

The parameter RREF is the basic range requirement which is utilized to calculate

the cruise performance mass ratio described in the next section (Section 2. 3. 4, 2).
ARLO is supplied from the ascent trajectory simulation and is also internally stored
with the staging conditions for use in this option. DRNG is usually input to account
for the additional range increment required to perform the entry maneuvers over

a finite period of time (x 25 n. mi) rather than instantaneous bank und pitch attitudes
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assumed for the data base or to reflect the results of a detailed analysis of the entry

trajectory for a particular baseline configuration.
This procedure also provides for use of an empirically derived correlation

factor and which is applied to the reference range requirement, R , to account

REF
for variations about the nominal CL utilized to generate the parametric range
max

increments, A RDA TA :

&’ -m 0,722 %%
REF REF* | CLVG

il

where, R’ REF adjusted value of range requirement, RREF

CLVG

i

input specified ad:ustment factor if CL is not .0.7
max

This adjustment is made only if input value of CLVG # 1.

This procedure for defining the cruise range requirement for the booster is
obtained by setting the input flag FLYBCK=1. This option has been successfully
used for a wide variety of shuttle configurations with a resultant cruise range of
within + 10% of a detailed analysis.

b. Stagin Function Range. This opticu provides for detc.mining the cruise
range requirement for flyback to the launch site with the use of an empirically derived
formula based on the dynamic pressure at staging, Qs' The form of the equation
was derived from prede.ign observations of the effect of Os on typical booster entry
profiles and the resulting flyback range requirements. Use of this option requires
that the initial pitchover maneuver performed during flight phase 1 of the nominal
ascent trajectory (Section 2, 3. 1. 2) be used to target to an input specified staging
dynamic pressure (terminal state of flight phase 3), however.
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The reference range requirement in nautical miles, RREF’ is computed as:

= - *
RREF 55.915 loglo (QS) + 430 + DRNG

where, DRNG = input specified additive range factor (n.mi) to bias results from

basic form of equation.
This procedure is obtained by setting the input flag FLYBCK=2. This option

is particularly useful in predesign where minimal information is available on the

hypersonic entry characteristics of the booster configuration.

c. Constant Range. This option provides for specifying the cruise range

requirement with the constant input. - The reference range requirement, RREF'

is specified during each basic iteration as:

RREF = DRNG
where, DRNG is input specified (n. mi).

This option is obtained by setting the input flag FLYBCK=3. This option is '
helpful in predesign where use of inflight refueling with minimum cruise range
or preselected distances to downrange landing sites are, a priori, known,

d. Ballistic Impact Range. This option provides for determining the cruise

range requirement as a function of the intersection of the conic orbit which is

defined by the conditions at staging with the surface of the earth, The reference

range requirement in nautical mile;s, » i8 specified during each basic iteration

RREF
as:

RRE]:? ARIMP+ ARL o + DRNG

where,
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ARIMP = range increment from staging point to predicted impact
point on earth surface (from computed IIP central angle -
GTSM, Section 2.2.2)

ARLO = range increment from the launch site to the staging point
(from computed range angle - GTSM)

DRNG = input specified additive range factor (n.mi) to bias results.

This option is obtained by setting the input flag FLYBCK=4., This option is
useful in predesign to estimate the range requirement to downrange landing sites or

as a "first-cut" estimate at the requirement for full flytack to the launch site.

e. Entry Trajectory Simulation Range. The booster entry/return trajectory

can be computed by numerical integration of the flight differential equations of
motion by specitying the input FLYBCK=5. This option uses the same trajectory
simulation module (GTSM) that is used for the simulation of the ascent trajectories,
bhowever in this case the trajectory profile, vehicle control, and vehicle modeling
are NOT fixed (with the exception of the aerodynamic reference areas which are
internally set equal to the computed booster theoretical wing area), and thns musi
be input by the user. It is emphasized that care must be taken when defining the
simulated return trajectory since errors can cause termination of the case. The
most frequent error is the specification of a flight se.tion termination condition

which is not satisfied soon enough to prevent impact with the earth. Avoidance of

this type of error requires a priori knowledge of staging conditions and the return
trajectory. Consequently it is recommended that the numerically integrated return
be used only after a similar case which utilizes another return option has been

generated. *

*Also cases in which the numerically integrated return option is specified will ,
generally require from 10 to 40 per cent more computer run time. O
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( : The booster return flight is assumed to be initiated from the booster state and
attitude at the staging point. These entry "initial" conditions are defined at the end
of simulation section 3 of the ascent trajectory. The state and attitude parameters
which are defined at this point are presented in the following list; the quantities in

. parentheses are the associated program internal parameters.

.'; t Absolute time "~ (T,SW(20))
R Geocentric radius magnitude (Z(1), SW(3T))
v Relative velocity magnitude (Z(2),SV(8))
y Relative flight path angle (Z(3),SV(10))
é B Relative azimuth (Z(4),8V(31))
: e Geocentric latitude (2(5), SV(32))
; w Booster weight at entrv/cruise
conditions (Z(7), SV(34))
‘“:’ h Altitude above the oblate earth (Z(8),SV(9))
Cg, o Bank angle (Z(11), SV(38))
Q o Pitch angle of attack : (Z2(12), SV(39))
1 Yaw angle of attack (Z(13), SV(40))
.g v Pitch angle as measured from the
geocentric radius vector ~ (2(43),5V(41))
) Geocentric longitude (z(6), SV(33))

The numerically integrated booeter return trajectory is initiated in simulation

section 8 (Sections 1 through 7 are allotted to the ascent trajectory). Up to 8
simulation sections (sections 8 through 15) and the last two general iteration blocks
(G.1.S. blocks 3 and 4) are available for the return trajectory. Specifically this

. means that for the return trajectory, the values of subscripts K and M which are

| described in Section 4.2.3 $DATAL are restricted such that

: K=8, 9, 10, 11, 12, 13, 14, or 15

and M=3or 4
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None of the GIS blocks or sections 9 or above need be used when the integrated
return trajectory option is used. The number of simulation sections to be computed
is input into $DATA1 via the SEC parameter. The valve of SEC i.. the total number
of simulation sectiuns (ascent plus return sections) t be computed.

f SEC <7., SEC is internally set to 7 and o:’; the ascen: trajectory is computed.

If SEC = n where 7 < n <15, the return trz;.ctory is siznulated with n - SEC
simulation sections( assumed FLYRCK = 5.,)

Up to two tables for both the aerodynamic axizi ce2ffi-~» . +d the aerodynamic
normal coefficient are available (see Section 4.2.3.6 , Aercdy.uamic Models). These
tables are tables 4 or 5 which require that the table subscript L (see sec. 4.2.3
$DATAL) be equal to either 4 or 5. It is possible to use tables 1, 2 or 3, but in this
case the user should note that tables 1, 2, or 3 are tables defined for ascent con-
figurations* consequently selection of one of these tables for the return trajectory
is equivalent to specifying that the return model in question be equivalent to that
used for one of the ascent configurations. The corresponding booster return aero-
dynamic reference areas are internally set equal to the value of the computed
theoretical wing area of the booster. These parameters together with the associated
program internal parameters (the latter appears in parentheses) are:

A e Aerodyramic axial reference area (9(5,K), TB45)

A Aerodynamic normal reference area (Q(6,K), TB45)

¢
forK=8,9, ..., 15

Three attitude tables which model either pitch angle as a function of time or

pitch angle of attack as a function of Mach number are available during the

*Tﬁ.e asdent configurations are (1) poweréd booster in the presence of the aitached
orbiter (Table 1), (2) no thrust orbiter in the presence of the attached booster
(Table 2), and (3) powered solo orbiter (Table 3).
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numerically integrated booster return flight. These tables are tables 2,3, or 4,
consequently the table subscript L (see Section 4.2.3, $DATA1) must be equal to
either 2, 3, or 4.

Two propulsion thrust-time tables are likewise available to the booster return

. flight simulation. These tables are tables 1 and 2 with associated admissible values

of L, being 1 or 2.

Upon completion of the numerically integrated booster entry/return trajectory,
the range from the specified target or landing site (RNGT | end of integrated flight)
is defined (see Sections 2.2.2.10, Position in Radar Coordinates, and 4.2. 3. 3,
Targeting for a discucsion of the range caiculation and the definition of the target/
landing site). The reference booster range requirement (RREF) which is used in -
the booster cruise performance calculation (discussed in Section 2. 3.4, 2) is then

defined

Rppp = DRNG + RNG, | end of integrated flight -

where .
DRNG is a $DATAZ2 input additive range parameter (SQ(10, 3))
RNG, , is the computed range to the lauding/targst site

T
from the vehicle (Z(95))

Two typical examples of integrated return irajectories are presented in the
following paragraphs. The first example assumes that the bank angle (o) and the
pitch angle of attack (& ) can be modeled by linear segments where each segment
is used to define a simulation section. The second example utilizes trajectory
segments in which the time rate of change of relative flight path angle is held constant
by modulation of the bank angle. In this case, the booster pitch angle-of-attack is
assumed to be a function of Mach number. In both examples, the vehicle is headed

toward a specified landing site prior tc the final transition and cruise.
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: i Example 1. The bank anyle (¢) and the pitch angle-of-attack (o) can be
approximately modeled by the linear segments shown in Fig. 2-21. The return
simulation is to be initiated at booster staging which from previous SSSP cases is
known to occur at approximate values of 220,000 ft altitude (h), 10,000 ft/sec
relative velocity (V), and 6 deg relative flight path angle, The mission requires a
right turn until the booster is headed toward a landing site at 35.33°N, 232,03°E.

The numerically integrated return trajectory is terminated when the vehicle descends
to a 40,000 ft altitude.

With this information, a flight profile is constructed. Inspection of Figure 2-21
reveals that eight simulation sections are required to provide proper altitude model-
ing. Fortunately there are no other modeling discontinuities reguiring the use of
other sections as there are only 8 simulation sections available for the return

simulation. The total number of simulation sections i thus 15, (7 for the ascent

e g s g iy e

pius 8 for the return), consequently the impact parameter SEC is input as "SEC=15.,"
Since the attitude angles &and oare linear functic—s, the $DATAL input parameters
SIGC(K) and SLPC(K) can have values of 1. or 2, for SIGC(K) or 1., 2., 4., or 5.
for ALPC(K) (See Tables 4-3 Aand 4-6 in -Section 4.2.3.6 Attitude Models). The
selection of which of these values to use is optional, however the user should be
aware of the differences between these codes in order to insure that the input is
consistent. The following disucssion assumes that both SIGC(K) and ALPC(K) have
a value of 1. unless otherwise notad. It is noted that the subscript K denotes the
number of the simulation section. The following discusalon includes a few of the
required input parameters in order to familiarize the user to the input procedures.
Most of the input is NOT mentioned in the diséussion. The flight profile is:

1. Section 8 is initiated at staging. The bank angle is zero (constant) until

160 seconds, however ¢« increases linearly to 60 deg when the

&
.A§‘
¥

time from staging is 40 seconds, hence Section 8 must be terminated
either by specifying a termination relative time (tr) of 4u seconds
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or termination oof 60 degrees (cither option may be used). The

required $DATA1L input (ALPC(8), ALPDT(8), and SALP(8) for the «

""igxpression (see Section 4.2. 3.6, Attitude Models) are def ined

a= ALPDT(8) * t,, + SALP(8)

ALPC(8) =1., (see footnote)
ALPDT(8) =1.5, (60 deg/40 sec)
SALP (8) =0., (see footnote)

The correspending $DA TAlipara.meters which define ¢ (SIGC(8)), SIGDT(8)
and SSIG(8) need not be input * since their values should be 1., 0., and 0.,
reépectively in order to specify the constant zero bank angle,

Similarly the termination parameters STGC(8), S'I:GD(S), and STGT(8)
need not be input * since Section 8 can be terminated on t_. In this case,

R
"STGV(8) = 40.,' should be input.

Section 9 which is initiated at the time at whicl: Section 8 is terminated
determines the trajectory during the time when o= 60 degrees and is
consequently terminated when tR = 60 seconds (t:R is the section relative
time). For this section, "SALP(9) = 60.," and "STGV(9) = 60.,"

must be input.

Section 10 must be terminated when the third olinea segment ends;
this occurs at tp = 60 seconds, consequently STGV(10) = 60., must be
input. In this case "SALP(10) = 60.," (the value of vat the initiation

*This value is the same as the interaally compiled default value and cons equently

need not be input if it has not been specifically input previously to the current
$DATA1l Input block,
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of Section 10) and "ALPDT(19) = -. 333333, (-20 degrees/60 seconds, ncte
the minus sign). The bank angle is zero throughout this section and need

not be input*.

Section 11 includes both a ¢ and an & term, consequently the following

altitude parameters are input:

SIGDT(1}) = 1.85,
ALPDT(ll) = -.16667,
SALP(l) =40.,

SSIG (1) need not be input since its required value (0.) is the internal de-
fault value. This section is terminated when o= 74 degrees which occurs

att =40 sec.
T

Section 12 is terminated after 50 seconds (tr = 50.). 1In this case (SSIG(12)
= 74., must be input unless the "SIGC (11)=2. ,'" option is used (see

Sec. 4.2.3.6 attitude Models) and "SIGDT(12)=0.,". Since the termination
time occurs during a linear o segment, it is more convenient (though not
necessary) to specify th; "ALPC(12)=2." opticn which references the value
of o; ét the termination of the previous section, If this is done, the follow-

ing values are inpu.:

ALPC(12) = 2.,
ALPDT(12) = -.166667,
SALP(12) =0.,

Note that SALP(12) must be equal to zero in this case since the starting
value of « for Section 12 is set equal to the final value of o in Sectior 11.

Section 18 is characterized by negative ¢ and & rates. These are input
by the procedures used for the previous sections. This section is

terminated at t1r = 50 sec.
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Section 14 is flown at a constant ¢ of 6 degrees and a constant ¢ of 10

y Section 14 is terminated at a relative

degrees. This section completes the turning maneuver (o > o) which was
initiated in Sectionll, consequen

azimuth value such that the vehicie is headed toward the target/landing

gite which is defined by $DA TAl input parameters TLAT(M) and TLNG(1).

This occurs when the difference between the azimuth to the target/landing
site from the vehicle and the azimuin of the vehicle (A A Zv) (see Section
2.2.2.10 Position in Radar Coordinates) is zero. Since the booster is
banked to the right, its azimuth is expected to continually increase while
the azimuth to the target/landing site should remain nearly the same, the
value of AA ZV is thus algebraically decreasing. Additionally, if the
vehicle azimuth takes on values near 0 or 360 degrees, it is necessary
to coucider the principal cycle discontinuity which occurs at 0 and 360
degrees. There is anoptional $DA TAl input flag (PRIF'(K)) which can be
used to allow the azimuth to take on either negative values or values
greater than 360 degrees (see Section 4. 2,3.5 Program Contrcl). 7ased
on this .scussion, the following $DATAlL paragngters are input with

a8

STGC(14) = 94.,
STGD(4) = -l.,
STGT(14) = .00l, (need not be input)~
STGV(4) = 0., (need not be input)*

PRIF(14) = 1.,

[—a

* This value is the same as the internally comp:ied default value aﬁd
coal-yuently need not be input if it hes not been specifically input
previous!y to the curren: $12A TAL input block.
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( 8. Section 15 is the final section. It is terminated when the booster descends

o -
e _:‘J"...:.;igv:.x

to an altitude of 40000 ft. The booster is flown at a constant o of 6 degrees
(see Fig. 2-21), but the bank angle is zero since the vehicle is already
hea led toward the target/landing site. The required section termination
parameters (as input to $DATAI) are:

STGC(l5) = 8.,

STGD{1s5, = -l.,

STGT(5) = 1.,

STGV(!5)

40000. ,

Example 2 In this example, two convenient but physically meaningful
techniques are employed to define the o and o time histories. Use of
these options generally results in a smoother trajectory (eliminates any
& oscillatory phugoid motion) and a reduction in the number of required
simulation sections. The first technique is to assume tbat the desired

él; or required value of ¢ is dgpendent* on the Macl_1 number (see Section
:; 4.2.3.6 Prcgram Control for ipput instructions). The second technique
3% is to assume that during the banked turning segment of the flight, the

; bank angle (9 is modulated in order to hold a specified constart time rate

of change of relative flight path angle v . Additionally this program has

§ : the capability to hold a constant y with a fixed ¢ by modulation of o, how-
% ever, this latter option iz not used in thi- narticular example. Bboth tl.2
constant y options are described in Sections 2.2.2.6 Specified Time Rate
of Change of Relative Flight Path Angle and 4. 2. 3.6 Program Control.
As in the case of example !, only a few of the required input paramecers
) are discussed, however a complete listing of the required booster er‘ry/
return $DATAI input parameteré is shown in Table 2-10. The flight
* The trim angle of attack (o, ) i8 conveniently expressed as a function of Mach

number, consequently if the vehicle is constrained to fly at o ,_ for any time, this
- T
G option should be uzed.
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Table 2=10. Sample Booster Numerically Integrated Return Trajectory Input
SEC = 13,0
CPGF(3)= “c'
TLAT(3)= 35,3333
TLNG(3)= 232,034
HTLB(8)= 6%100000U,,
STEP{(8)= 6%20,0
TOLB(8)= 6%5U0000,,
PRIF(8)= b¥*l,.y
STGC(B): Uo' Ool 30' Bo' 9“.0 Ber
STGD(8)= 1.9 A ) =10 =1.0 L Y =ler
STGT(8)= 000010 000010 0.0005' 10' 0.001' lev
STGV(8)= 10,00y 30,000 =5.,000 100000, 0,00, 40000
wouT(8)= 6%3,
x0uUT(8)= 6%1,0
ATMC(8)= 6%1,,
AC2(8)= oxl,
AC3(8)= 6%4,
A2(1'4)= -2000' 200.'
C2(lrelrk)= 'o02316780-.0231678'-.02516780“.2000000o-.1365019o-016“43570
C2(7r104)= “e1789872¢~,1818783+~,1308036,~,1308036"
C2(1r204)= .0251675'-.0231676o-.02‘16789-.2000000r-.13850199*-16“4357;‘)
C2(T7e2¢k)= ~e1789872¢=,1818783¢=,1308035,~,1308036¢ .
XKA2(1r4)= 10, 2er
xM2(1,4)= =1,0» 0.0 0.8/ 1,0, 200 4400
XM2(7,4)= 6.U» 8.0 10,0, 100,.0,
A3{is4)= «200 4 200,
C3(1le1ed)= =e575574391=e5755743+1=,5755743+=:,2000000+~,5508%32+~.9551889,
C3{7¢104)= «1,340583¢-1.721960¢=1,973959,-1.973959
C3(1e204)= =e57557430=e5755TU31=5755743+=,2000000+~,5508332¢-.9551689,
C3(7r204)= «1,340583+=1,7219609=1,973959¢=1,973959»
XKA3(1le4)z 0.y 2
XM371,84)= 1.0 0.0 0.8 1.0 2e¢02 Ge0r
XM3(70“)= 6,00 8.0 10,0, 100,0,
GDOT(8,= Oer OQer -0.1000 0" 0.' Qer ,
SI6C(8)= Yy lev k1Y) . ) Ser lev :
SIGDT(8)= 00! 0.! 10' 10' 1»' 00'
SSIG(8)= Oer Oer Oer 0.' 39 Qoo
ALPC(8)= ) ) ) ) 4%264 0
ALPDT (8)= 2400, 2:00 4%0,00,
PDT(1,3)= 6,000 6,000 6.0C» .00, 12,00, 30000
PDT(7,3)= 44,000, 54,000 60,00, 60,00,
PT(1,3)= =1.000 0.000 0,80 1,00¢ 2,00, 4.00»
PT(7e3)= 6.00¢ 8,00, 10,000 100,00«
SALP(3)= =20,00, 0,000 450,000
XKPT(3)= 10,0
x0uT(8)= 10, 3%240 2%5,.9 {)
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profile is:

1. Section 8 is initiated at staging. The bank angle is zero (constant) and
the booster ié pitched-up at the rate of 2 deg/sec. These models are the
linear segmented altitude angle options which were used in example 1
(SIGC(8) and ALPC(8) equal 1.,). This section is terminated after 10
seconds.

2. Section 9 is a centinuation of the flight described by Section 8 (this
gection was inserted into the flight to provide an available section if an
additional maneuver was to be modeled in a subsequent case). This section
is terminated when o equals 60 degrees (equivalent to tr = 30 sec.).

3. Section 10 utilizes both the o as a function of Mach number option and
the constant v by o modulation option. This section is intended i0o simu~
late the flight through its apogee and terminate upon entry at a relative
flight path angle (y) of -5 deg. The y value was selected to be =0.10 deg/
sec; this parameter could be optimized if rejquired. The booster is flown
at the trim angle of attack (aT) which is s function of Mach number (note
the input of the a~Mach number table, $DATAIl parameters PDT(I, L),
PT(, L), XKPT(L), and "ALPC(10) = 26.," where L denotes the table
number and I denotes the table element number). Other $DATAI input

parameters which are noted include

GDOT(10) = =0.100,

sIGC(0) = 3.,
SIGDT(10) = 1., (denotes right bank)
SSIG(l0) = oO., (denotes minimum acceptable
value of o)
STGC(0; = 8.,
STGD(10) = -l.,
STGT(@0) = 0.0005,
STGV(0) = -5.60,
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4. Section 1l is similar to section 10 except that v is maintained at 0 deg/ s
sec. This section ie terminated upon descent to a 100000 ft altitude,

5. Section 12 continues the flight described by Section 1l and as in the

case of Section 9, Section 1l is an extra section which is provided in

order to be available for any additional maneuvers to be modeled in sub-
sequent cases. This section is terminated when the booster is headed
toward the landing/target site defined by $DATAI input parameters TLAT(3)
and TLNG(3) (see example 1 simulation section 14 for more details). The
minimum allowable bank angle is 35, consequently "3SIG(12) = 35.,'" is
input.

6. Section 13 is the final trajectory segment in which the booster flys

toward the target/landing site while descending to 40000 ft. The booster

is consequently flown with a zero bank angle and the section is terminated “
at a descending altitude of 40000 ft. -k
From the previous zxamples, it is noted that some prior knowledge gj

of the return trajectory profile is necessary in order to define meaning-
ful simuiation sections which will shape the trajectory to required position
without impacting the earth, The use of the constant y and o-Mach number
options simplifies the determination of simulation control flags and values

(e.g. section termination conditions).

2.3.4.2 Booster Cruise Performance Calculation. The required cruise per-

formance mass ratio for the booster return flight is computed by using a sequence
of simplified closed form experessions. There are three options for these calcula=-
tione, For each of these optio~s, it is necessary to have previously defined the

required hooster range capabhility (R ) from a reference point i the return

REF
trajectory (see Section 2.3.4.1). These options are described in the following

paragraphs,
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a. Simplified Single Segment Cruise. This option assumes that the booster

. Th
REF The Brequet range

equation is used to dstermine the cruise performance mass ratio (u.c) and the cruise

is operated in tke cruise mode for a range equal to R

performance parameter (vc).

\

[ 1.689 * *
w ) ) RREF SFC

L - I
i Pe W, - WFLYX ( VCRUSE * ALD)
o
o E
E
. »§i vc “u, - 1
where
WI = weight of booster just prior to ignition of the cruise
engines from the previous synthesis iteration (Ib)
& WFLYX = input specified optional weight additive term (lb)
RREF = required booster range capability from a reference point
in the return trajeciory (r. mi)
SFC = input specified booster specific fuel consumption in the
cruise mode(lb/1b~hr)
VCRUSE = input specified cruise velocity (fps)
ALD = input specified booster lift-to rag ratio during cruise
1.689 = the conversion constant from knots to ft/sec.
This procedure is obtained by setting the input flag ¥ SFUEL = 1.

b. Four Segment Reference Range Option 1. Both this option and the
succeeding option cssume that the required booster range (RREF) from a reference

point in the return trajectory is comprised of four segments. These segments are:
1. Transition
2, Idle Descent -
8. Cruiseback
4. Final Descent
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The transition segment is a descending glide with no fuel expenditure (booster
weight is constant), The range (RT) traversed during transition can be input
specified to be included in the determination of the cruiseback range. The fuel .
expended during idle descent (AW, ) is determined by assuming a constant fuel '

f
weight - vehicle weight partial de%ivative.

(A“%) = W,_*CA

T
where: 1

w " = booster weight during transition (immediately prior to

the idle descent
oW
CA = ﬁ_ , input specified
I lidle descent
Wf = required fuel weight during a flight segment
w I = bnoster weight at the initiation of a flizht segment

The booster weight (W z) upon comnletion of the idle descent (at the initiation of the

cruiseback segment) is

= -
W, =W, \AWf)l

The required cruiseback ruange (RZ) is the refer~nce range (RRE F) decremented by
the ranges traversed during transition, idle descent, and the final descent.

RZ=B. F-RT"RI-R3

RE

where
R, is the input cpecified range traversed during the final descent

B1 is the input specified range iransversed during the idle descent

The fuel expended during the cruiseback (AWf ) is determined from the Breguet

2
range equation

2~156
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1
Kt = %* -
W) = Wyrql [1.689*R * SFC2 ]
exp 2

ALD2 * VFLYZ2

where
SFC2 = input specified booster specific fusl consumption during
cruiseback (1k:/lb~hr)
ALD2 = input specified booster lift~to~drag rstio during cruiseback
VFLY2 = input specified booster velocity during cruiseback (fps)

The bocster weight (W 3) upon completion of the cruiseback (at the initiation of the

final descent) is

W3 = W2 - (AWf)2

Both expended weight and traversed range during final descent can aiso be included

in the determination of W, and Vo The traversed range (R3) can be included in

the determination of R, by the input of a non-zero value. The fuel expended during
final descent (A Wf) is determined by as’ 'ming a constant fuel weight - vehicle

3
weight partial derivative

= *
{A Wf) w 3 CB
3
where

v an
CB= +—— , input specified

MI final deccent

Tie landing weight (WL) and the total fuel expeaded during the traverse of RREF are

2«157
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W, = W, - (AW) -WFLYX

3 3
(AW, - WFLYX + Z (B W,
Total ko1 K

where

WFLYX = input specified optional weight additive term.

The cruise performance parameter (vc) and the cruise performance mass ratio (u.c)

can now be defined

(Awf) Total

This procedure is obtained by setting the input flag FBFUEL = 2,

c. Four Segment Reference Range Option 2. This option is the same as that

described in the previous paragraph, Four Segment Reference Range Option 1, except
for the equation used to define (A Wf) and (A Wf) . For this option, the Breguet range

equation is used to evaluate both of tl}ese paramt?ters. Specifically,

1
W9 = We™ 1 1 Tiess s m wsrol ]
ALDL * VFLY1
and
(M]) =W * 1 - @ _l-'
P78 exILng * B3 * SFC?TJ
ALDS * VFLYS

where the following are input specified:
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is the booster specific fur" consumption during idle' descent (1b/1b=hr)
is the booster specific fuel consumption during final descent (lb/1b-hr)
is the booster lift-to-drag ratic during idle descent

is the booster lift~-to~drag ratio duirng final descent

is the booster velocity during idle descent (fps)

is the booster velocity during finai descent (fps)

This procedure is obtained by setting the input flag FBFUEL = 3.

Special Note:

The three procedures described above for determining the required

cruise performance mass ratio (u,c) and the cruise parameter (vc) used in

the booster sizing process have special significance when one of the following
Basic Synthesis Options (Section 2. 3.2) are utilized:

2,3.2.4 Fixed Orbiter Gross Weight

2.3.2.5 Fixed Orbiter Propellant Weight

Both of these options adjust the booster main impulse mass ratio., B’ during

the iteration process within the WTVOL subprogram. During these iterations

an adjustment on Ve is also performed to anticipate its effect or the overall or

basic synthesis iteration process (Section 2.3.1). This adjustment not only

improves convergence of the WTVOL iterations, but also of the basic synthesis

iterations. The adjustment is made as 1wilows during each New{on-Raphson

iteration ir WTVOL.:
J D -
] B
R B B
v, =y 4 - REF |, (n;l) (n)
1) (m “B PAR
where,
°RREF
m——— = effect of changing 4 _ on calculatior of R during each basic

3 B B REF

synthesis iteration. This parameter is / 1put specified as FBPAR
and has a typical value oy 250 (n.mi). Note: FBPAR is an
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initial estimate if FBFUEL =1, This narameter is updated during

each basic synthesis iteration thereafter.

weighting factor on the Ve update and is computed as follows:
if FBFUEL =1.,,
R _ ALD * VCRUSE
PAR 1.689 * SFC
if FBFUEL = 2., or = 3.,

_ _ALD2 * VFLY?
PAR  1.689 * SFC2

R

2=160
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3/ PROGRAMMING DISCUSSION

The Space Shuttle Synthesis Program (SSSP) resulted from the cor hination of two

independent programs - GTSM (General Trajectory Simulation Module) and WTVOL
(Weight/Volume Program). To reduce computer core requirements and to improve

turn~-around timé, SSSP is structured as an overlay prograra with a resideat overlay

and three primary overlays. @SSP is characterized by three iauput NAMELIST blocks

and prestored input parameters. Large subscripted arrays are used to define

principal parameters and flags needed by the trajectory and synthesis interfacing

portions of the program ard to handle the input coefficients and exponents required for

the weight and volume calculations., The subsections of this section contain the
description of the overall srganization of the program and descript ons and flowcharts P
of the overlays and subroutines. :

3.1 PROGRAM ORGANIZA1ION

SSSP consists of a resident overlay (MAIN), three primary overlays (SYNTH, GTSM, i
WTVOL), BLOCK DATA, and 40 subroutines. The inter-relationship of the sub-

.outines is shown in Figures 3-1 for the MAIN overlay, 3-2 for the SYNTH overlay,

3-3 for the GTSM overlay, and 3-4 for the WTVOL overlay. The SS3P subrcutines

and their purposes are listed below.

Subroutine Purpose
MAIN Driver for prog-am (overlay (0,0)). Contains data

statements for initializing variables. Calculates flyback
fuel required.

STORE Stares orbiter and booster input data and performs
arithmetic operations on irput geometry.
CHECK Prints run title,
BLOCK DATA Pre -seis data variables for trajectory simulation. ‘
SYNTH Driver for input routires, cells synthesic iteration |
routine, Driver for overlay (1,0).
FRENCH Driver routine to determine orde. of reading and

storing orbiter snd booster weight/vo'lun.e input data,

3=1
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READY
SETO

VEHDF

TRAJA

TRAJC

ITERS

RANGE
TBL2D
SUMOUT

GTSM

CNTVR

XNEW1

XNEW4
TRAJB

ENDCN
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Reads input data for weight/volume routines.

Pre-sets to zero variables used for weight/volume
calculations.

Reads '"synthesis' input data and stores values in
working variable arrays.

Storage of trajectory data, input of trajectory data,
initialization of parameters, and output of input data.

Defines those GTSM variables which the user may not
change by input.

Checks synthesis loop for convergence, sets final
print flag,

Calculates flyback range.
Two dimensional table look-up routine.

Prints summary sheet. Calculates thrust (nominal
and uprated) for print purposes only.

Driver for the General Iteration Scheme, defines
iteration blocks and norn~iteration segments of the
trajectory, and runs final reference trajectory. Driver
for overlay (2,0).

Defines iteration control variables, stores initial values
of the control variables, and re-initializes control
variables.

(1 x 1) Newton-Raphson general iteration with steps
defined by TRAJB.

(2 x2) General iteration with steps defined by TRAJB.

Trajectory sinwulation driver with a sectional operating
mode which causes simulation of either all the simula-

tion sections contained in an iteration block; or all
those to the start of an iteration block; or all those to
the end of the trajectory. TRAJB also prints the re~
quired sectional headers and performs the bookkeeping
associated with the payload and jettison weights.

Defines the iteration end conditions for an iteration
block,

3=6




INTGRT

PAROUT

EQTNL

ANGLE

ATMCS

AERO1

AERO2

AERO3

PRPSN

TRAN1
TRAN2
TRANS

* See Section 2,2,2,2,
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Kutta-Merson numerical integration scheme with general
simulation section termination (general staging).

Output of the parameters which are computed at each
integration step.

Provides the earth gravitational potential and surface
geometry models; sub-driver which calls the atmos-
phere model, the three-dimensional aerodynamic models,
and the propulsion models; expresses the three degree=~of-
freedom flight equations, the ideal velocity and associated
losses acceleration equations, and the heat flux.

Provides the vehicle attitude model which determines the
roll, pitch, and yaw attitudes as a function of time.

Atmosphere model which is defined by a table look-up
scheme with a memory.

Aerodynamic model which defines the yaw aerodynamic
force coefficient (directed along the standard pitch
axis) by means of a double table look-up scheme with a
memory. This routine is currently not available in
order to reduce core requirements. A dummy "do
nothing'' AERO1 is used in its place.

Aerodynamic modei which defines the axial aerodynamic
force coefficient (directed along the standard roll axis)
by means of a double table look-up scheme with a
memory.

Aerodyanmic model which defines the normal aero-
dynamic force coefficient (directed long the standard
yaw axis) by means of a double table look~up scheme
with a memory.

Propulsion models which define the thrust level, specific
impulse, and propellant flow rates.

Coordinate transformation matrices M~5and M-6.*
Coordinate transformation matrix M-7, *

Coordinate transformation matrix M-8, *

3=7
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Adjusts angular quantities to be within the principal
cycle, from 0 to 360 degrees.

Used to call subroutine ARSIN or ARCOS or ATAN with
appropriate logic to avoid program errors which cccur
when the subroutine argument is outside aczeptable
values (e.g., ARSIN (ARG) when | ARG |>1), andto
provide an angular units option (e.g., radians or
degrees).

Driver for weight/volume routines, overlay (3,0).
Contains iterations for thrust/weight, and weight options.

Computes vehicle weights and volumes.
Iteration routine for gross weight and volume in WIT'SCH.

The interface betw' 'n WI'VOL and GTSM overlays.
Weights, thrusts, specific impulses and reference areas
calculated in WTVOL are defined for GTSM variable
names, Pitch rate algorithm is evaluated. Orbiter and
booster weights required for summary outputs are
stored,

Prints vehicle weight breakdown.
Prints design data.

Prints geometry coefficients, cruise back and maximum
dynamic pressure conditions.

Prints weight and volume coefficients.
Prints weight summary.

Prints volumes.

3.2 OVERLAYS AND SUBROUTINES

The resident overlay, three primary overlays and 40 subroutines which comprise
SSSP are described in the following subsections. Flowcharts are presented and
complete FORTRAN listings appear in Appendix IV.

3.2,1 RESIDENT OVERLAY

The resident overlay, designated as OVERLAY (0,0), remains in the computer
central memory throughout program execution and contains three routines, MAIN,
CHECK, and STORE. The resident overlay is the communications link between

3-8

—cre

A M 1B i R SR - S A i s T L N 4 Y



/o S .
(PRI

B .'7:-:,*»"@--;;1,&-:n=t»};:<‘_j§fgf‘.:{,=,v ;-«-—:ﬁi Iy

e =

S eter M e

r ApacAt oty LT Ceh e A e
"24’;’%5‘:’:-2 pVERT e T b

GDC-DBB70~002

the three primary overlays. Data generated by one overlay and required by another
must reside in a CCMMOI11 block located on the resident overlay.

3.2.1.1 MAIN Program. The executive dirver for the SSSP MAIN, contains the
logic necessary for ralls to the three primary overlays, data preset by DATA
statements, and equations for calculating the booster flyback fuel. A flowchart of

the logic in MAIN is shown as Figure 3-5, and the FORTRAN listing appears in
Appendix IV-1,

3.2.1,2 CHECK lubroutine. Printout of the user's run title is accomplished by
the CHECK subroutine. Appendix IV-2 contains the FORTRAN listing.

3.2.1.3 STORE Subroutine. There are two purposes served by the STORE sub-
routine: (1) computation of geometry sizing coefiicients which needs to be done
outside the synthesis iteration loop; and (2) transfer of weight/volume data from
either working variable names to discrete variable names, or vice-versa. The
first purpose is accomplished by the normal entry to the subroutine, STORE. Four
alternate entries (ORBSTO, BOOSTO, ORBCAL, BOOCAL) allow the transfer of
data from one variable name to another,

One set of working variable names is used to read input data, calculate weights
and volumes, and print the weight and volume output data, for both the orbiter and
the booster. Since it is necessary to preserve the values unique to each one, two
sets of unique variable names are maintained. The alternate entries ORBSTO and
BOOSTO receive data under the common working variable names and store it in the
unique data set. To reverse the procedure and obtain orbiter and booster data
under the working variable names, the alternate entries ORBCAL and BOOCAL are

used, Figure 5-6 shows a flowchart of subroutine STORE and Appendix IV-3 contains
a FORTRAN listing of the subroutine.

3.2,2 SYNTHESIS OVERLAY

The synthesis overlay (overlay (1,0) is a primary overlay comprised of its driving
program (SYNTH) and ten subroutines whose purpose is fourfold: (1) reading input
data, (2) checking the synthesis loop for convergence, (3) calculating the hooster fly-
back raage, and (4) printing the synthesis summary data. The subparagraphs of
this section describe the routines located on this overlay.

3.2,2,1 SYNTH Pregram, SYNTH is the short main program for the synthesis
primary overlay. Its logic determines the order of the three input data categories ~
weight/volume, synthesis, and trajectory - by calls to the subroutines FRENCH,

3«9
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Plgure 5-06 Subroutine STORE Flow Diagram
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VEHDF, and TRAJA. The subroutine IRERS is also called by this driver to check
the synthesis lnop convergence and when appropriate, to calculate the booster fly-
back range and to print synthesis summary data. A summary flow diagram is shown
in Figure 3-7 and a FORTRAN listing appears in Appendix IV-4,

3.2,2,2 FRENCH Subroutine. The subroutine FRENCH reads the "input flag"
card ( 10S ) which carries information about the weight/volume input data. The
information FRENCH thus obtains determines for the orbiter and the booster whether
or not the following will occur: (1) initialization for a new vehicle (2) printiag of
input data, (3) punching of input data. A flow diagram is shown in Figure 3-8 and

a FORTRAN listing appears in Appendix IV-5,

3.2.2.3 READY Subroutine. The subroutine READY handles the reading, printing,
and punching of weight/volume input data for the orbiter and booster. NAMELIST
statements are used for all three purposes. This routine is used in conjunction with
the STORE routine and its alternate entires (sec. 3.2.1.3) to allow reading and
working with orbiter and bcoster data by the same variable names while retaining
their respective identities. A flow diagram for READY is shown in Figure 3-9 and
Appendix iV-6 contains a FCRTRAN listing of the subroutine.

3.2.2,4 SETO Subroutine. The subroutine SETO is used to preset to zero the
variables used for weight/volume calculations. The preset value remains until
changed by the input data list or subscquent calculations of a value for the variable.
The FORTRAN iisting for this routine appears in Appendix V-7,

3.2,2.5 VEHDF Subroutine. The purpose of the subroutine VEHDF is to read and
print the "synthesis" input data (sec. 4.2.2 ) and store it in working variable array
names. An average specific impulse is calculated and the orbiter mass ratio is
adjusted by the input mission ideal velocity for later use as an initial estimate in

tue weight/volume routines. If solid strap-on rockets are to be simulated, their
propellant weight, sea level thrust, and total weight are calcuiated and stored for
future reference. A flow diagram of VEHDF is shown in Figure 3-10 and a FORTRsN
listing is in Appendix IV-8,

3.2.2.6 TRAJA Subroutine. The principal purpose of TRAJA is to define and
initialize all dota which is required for the trajectory simulation, This is accom=
plished by compiling-in reference input data, reading input data, initializing the
parameters which are required to start the trajectory simulation, and printing all
initial data. A summary flow diagram of subroutine TRAJA is shown in Figure 3-11
and the FORTRAN listing is presented in Appendix IV-9.
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FIGUF i 3-10 Subroutine VEHDF Flow Diagram
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A dual system of defining input data is used to reduce the card input require-
ments and simplify input generally. Input is accomplished with the input acronyms
that are defined in Section 4, Program Operation Instructions. The values of these
acronyms are obtained directly from either compiled-in values or from NAMELIST
input. With the exception of the table data arrayst , all input acronym values are
complied-in by means of DATA statements; these compiled~in values are then subject
to change if the input acronym is input with a card via NAMELIST. For simplicity
there is only one NAMELIST, and if either the compiled-in value ~f the input acronym
will suffice or if the input acronym is not required for the particular trajectory
simulation, then it is not necessary to input the acronym by card via the DATA1
NAMELIST. In the case of the table data arrays which have no compiled-in values,
it is always necessary to input by card those elements of the arrays which are to be
used in the table. It is not necessary to input sections of an array which are not
used. These elements which must be defined are specified by the input parameter
which specified the number of arguments in the table. All input acronyms are
floating point; those beginning with a fixed point alphabetic designator (I,J,K,L, M,
or N) are defined to be floating point with a REAL statement.

A dual system of initial parameters and sectional parameters is used in GTSM.
These parameters which are elements of the V, VQ, and Q arrays are initially
defined by the input acronyms. For quantitative parameters this definition is usually
an identify, while for some integer parameters such as flags the value is incremented
internally by 0.1 to avoid truncation to the preceding integer during fixed poiut
conversion. An example: 9 might be read as 8.999... ar 1 truncated to 8. This
procedure allows the use of engineer-oriented input acr:zﬁ,‘ ns with "natural" values
while internally taking advantage of the characteristics ot de large subscripted
arrays, and results in providing a permanent set of input acronym values which can
only be changed by specific card input via DATA1 at the initiation of subsequent
multiple cases. The V, VQ, and/or Q parameters can be redefined either by special
subsequent initialization or when used as control variables in a general iteration
block. The one exception to the permanence (unchanged by program operation) of
input acronyms is the parameter "MULT". "MULT" has a compiled~-in value of zero.
Each time a multiple case is required, "MULT" must be specifically input by card
in the preceding case with a value greater than 0.5, Upon completion of any case,
if "MULT" is greater than 0.5 the subsequent case is initiated after "MULT" is reset
to zero; if "MUILT" is zero, control is returned to MAIN,

Special initialization of position, velocity, and attitude parameters is
accomplished subsequent to the initial initialization of the V, VQ, and Q arrays,
These initializations are required to provide flexibility in the choice of parameters
from which to initiate the trajectory and include:

t¥ These arrays are appropriately defined in Section 4 (Program Operating
Instructions)
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a. Specification or no specification of cycle constraints for relative azimuth
and longitude. This refers to restriction, or no restriction of azimuth
and longitude to primary values,

b. Specification of initial altitude or intial radius.

c. Specification of relative, inertial, or orbital starting modes.

d. Specification of initial pitch angle or initial pitch angle of attack.

e. Definition of initial parameters for down range computations.

f. Definition of initial parameters for targeting, if required.

g. Specification of initial azimuth for targeting, if required.

h. Definition of orientation narameters for optional vector components,
if required.

The input data is then printed according to the following grouping:

a, Initial Conditions

b. Targeting Data

c. General Iteration Blocks

d. Section Data

e. Atmosphere Table, qnless suppressed by program input

f. Aerodynamic Tables, unless suppressed by program input

g. Propulsion Tables, unless suppressed by program input

h. Pitch Rate Tables, unless suppressed by program input.
3.2.2,7 TRAJC Subroutine. Ti:e subroutine TRAJC was created to prevent the
user from erroneously inputting certain program flags for the trajectory portion of

the synthesis simulation. This routine is called from the subroutine TRAJA
(sec. 3, 2, 2, 6) immediately following the reading of the trajectory NAMELIST input
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data (sec. 4,2.3 ) so that the program flags set by TRAJC wili override those the
user inputs. The user is referred to the Compiled-In Data ( Appendix V) for a
complete list of these variables which may be categorized as:

- program control flags (STGC, STGT, STGD) for simulation sections
2 thru 5, and 7, and SEC)

- propulsion control parameters (TWC) for sections 1 thru 7

- iteration control (GIS, CVC1, CVN1, DCV1, ECC1, ECC2, ECN1, ECN2)

- vehicle state (PLD)
- vehicle attitude (ALPC, SALP)

For solid strap-on rockets, the first section Control Variables (STGC, STGT,
STGD, and STGV) and JETW are defined.

A summary flow chart is shown in Figure 3~12 and a FORTRAN listing is
presented in Appendix IV~10,

3.2,2.8 ITERS Subroutine. The subroutine ITERS tests the overall synthesis

loop for convergence. The orbiter mass ratio used versus a basis of calculations

in the weight/volume routines is compared to the orbiter mass ratio obtained from
the trajectory simulation for successful mission completion. If the two values are
not within the specified input tolerance, the value calculated in the trajectory simu-
lation is used for the weight/volume calculations and the iieration continues. Upon
successful convergence, the weight/volume and trajectory calculations are repeated
once for rrint purposes. ITERS calls RANGE to calculate the booster flyback range;
and SUMOUT for printing of the Synthesis Summary Output. A flow chart of ITERS
is shown in Figure 3-13 and the FORTRAN listing appears in Appendix IV-11,

3.2.2.9 RANGE Subroutine. Five options are available to the user for calculation
of the booster flyback range by the Subroutie RANGE:

1. Detailed flyback range calculated from built~in tables of booster
staging conditions (altitude, flight path angle, velocity), apogee
altitude and velocity, and bank angle,

2. Flyback range a3 a function of dynamic pressure at staging.

3. Flyback range set to an input constant.
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S8ET GTSM VARIABLES USER
MAY NOT CHANGE BY INPUT

TARGETING ORBITER TO APOGEE, N
| 0 ——pnmy
PERIGEE, TRUE ANOMALY *?
YES
1
SET PROGRAM ITERATION FLAGS

SOLID STRAP-ONS ? NO —»=RETURN

YES

SET STAGING CONDITICNS FOR

SOLID PARAMETERS

RE

Figure 3-12 Subroutine TRAJC Flow Diagram
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4. Flyback range as a function of IIP central angle.
5. Flyback range calculated by trajectory simulatiun.

The flowchart for RANGE is presented in Figure 3-14 and Appendix IV~-12
contains the FORTRAN listing.

3.2.2,10 TBL2D Subroutine. The subroutine TBL2D is used for lwo dimensional
interpolation by the subroutine RANGE (sec. 3.2.2.9). For two independent
variables (x and y), the value of the corresponding dependent variable (z) is located.

The elements of the x and y vectors must be monotonic. The routine is us2d by the
statement '

CALL TBL2D (X,Y,XTBL,YTBL, ZTBL, Z)

where
X is the value of one independent variable

Y is the value of the other independent variable

XTBL is the x vector
YTBL is the matrix of the dependent variahle

A is the value of the output dependent variable,

Z is the only output.

A flow diagram for TBL2D is shown in Figure 3~15 and the FORTRAN listing
appears in Appednix IV-13.

3.2,2.11 SUMOUT Subroutine. The subroutine SUMOUT is called from ITERS
(sec. 3.2.2.8) after calculating and printing the data for a converged synthesis
case. For sea level and vacuum crnditions, nominal and uprated thrusts are
determined for the booster and orbiter for print purposes. This routine then
prints synthesis summary outputs weizhts, volumes, nropulsion and performance
data as shown in the sample output (Figures 5-8 and 5-9 ). Multiple copies
of this data sheet may be obtai ned by inputting the desire aumber of copies as
COPIES in $DATA?2 (see Sec. 4 ). A flow diagram for SUMOUT is shown in
Figure 3-16 and the FORTRAN licting is Appendix IV-14, '
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Figare 3-16 Subroutine SUMOUT Flow Diagram
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3.2,3 GTSM OVERLAY

The GTSM overlay is a primary overlay comprised of its driving program (GTSM)
and 19 subroutines. A detailed trajectory simulation of the booster and the orbiter
is computed by this set of routines and of the booster entry if utilized. '

A rigid system of nomenclature was developed for GTSM which greatly simplifies
the design and coding of any option having general application to the principal groups
of parameters which are required for or defined during a trajectory simulation. This
system utilizes parameter arrays, which group parameters according to their use
and operation in the program. The principal arrays are: ‘

V Array. The V array consists of all principal vehicle, environmental, and
trajectory parameters which are evaluated once before the initiation of each trajec-
tory. Also included in the V array are important flags. The V array consequently
defines the initial conditions and the ground rules for each trajectory simulation.
The only exception to this definition is the group of iteration block parameters.
These parameters are defined in both the V array and the VQ array and are subject
to change (internally) whenever a new itexation block is entered.

VQ Array. The VQ array consists of all the principal parameters which are )
used to define iteration blocks. These parameters, known as the iteration parameters,

are defined for each iteration block once before the initiation of each trajectory simu-
lation,

Q Array, The Q array consists of all the principal vehicle modeling and trajec-
tory control parameters together with the important flags which are required to
define the simulation section. These are the simulation section conditions and are

defined for each simulation section once hefore the initiation of each trajectory simu-
lation,

Z Afray. The Z array consists of all major vehicle, environmental, and {rajec-
tory parameters which are determined at least once for each inegration step during
the trajectory simulation. These parameters are known as the output parameters.

W Array. The W array consists of parameters which are evalnated from once : .
to several times during a trajectory simulation, or are us.d as major flags requiring
transmittal from one routine to another,

WQ Array. The WQ array consists of the subgroup of parameters coniained in
the W array which are used in conjunction with iteration blocks or trajectory blocks.

D
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3.2.3.1 GTSM Program. The purpose of subroutine GTSM is to define the
iterative and non-iterative portions of the trajectory simulation and then to cause the
required iterations and/or simulation of trajectory segments to be initiated. A
summary flow diagram of this subroutine is shown in Figure 3-17 and the correspond-
ing FORTRAN listing is presented in Appendix IV-15.

GTSM was designed to avoid any unnecessary repetition of simulation sections
during an iteration; that is the GIJ blocks are automatically defined to include only
the simulation sections which are required for the iteration. These simulation sections
are those which contain primary * control variables, iteration end conditions, and all
simulation sections in between. Sections which contain secondary* control variahl es
are not required to be contained within their corresponding GIS block, consequently
a GIS block may be used to iterate on the value of a secondary control variable which
will be used subsequent to the iteration block if and jnly if the secondary control
variable in question has a like primary control variable within the GIS block., An
exariple of the use of this feature is the use of the pitch attitude angle as a primary
control variable to obtain a specified flight path angle (iteration end condition); and
also as . secondary control variable in a simulation section, subsequent to the one
which contains the specified flight path angle, to automatically provide a good initial
estimate for the value of a primary control variable of a subsequent iteration block.
With this one exception of secondary control variables, there can be no overlapping
of contained simulation sections for differant GIS blocks; that is a simulation section
contained on one GIS block cannot be contained in another.

Simulation sections which are contained within an iteration block must be
executed once during each required iteration step** plus an additional time upon
comgletion of the iteration, while non-iterative simulation sections are processed
only once, This procedure was adopted to allow the use of short summary printout

*See Section 4. 2. 3. 2 for the definition of primary and secondary _éontrol variables,
** An iteration step occurs when the iteration end condition(s) is(are) evaluated.
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during iteration while providing detailed trajectory printout upon completion of an
iteration block and results in eliminating redundant simulation section computations.

Up to four GIS iteration blocks may be used per trajectcry; there are seven
iteration options per GIS block. Upon definition of the simulaticn sections contained
within a GIS block, the required iteration option is selected by means of a code flag
iISLCT. These seven iteration modes provide a means to nest any permutation of
iterations where the number of primary control variable~iteration end condition pairs
does not exceed three.

3.2.3.2 CNTVR, The CNTVR subroutine is a storage and recall subroutine which
provides the means to define the initial control variable values from the V and Q
arrays. The CNTVR flow diagram is presented in Figure 3-18 and the corresponding
FORTRAN listing appears in Appendix IV-16,

CNTVR has four prindpal functions:

a. Determination of the initial control variable values from the V and/or
Q arrays and subsequent storage of these values.

b. Reset of the appropriate V and/or Q parameter(s) to the current value
of the control variable(s).

c. Reset of the appropriate V and/or Q parameter(s) to the corresponding
initial value which was initially stored.

d. Re-initialization of the control variable values from the V and/or Q arrays.

The use of the large subsci pted arrays V and Q provides great fledbility
and simplicity for carrying out these operations,

3.2,3.3 XNEW1l. The XNEW1 subroutine perfc rms a Newton-Raphson iteration
for a single control variable group*=~iteration end condition. The flow dizgram and
FORTRAN listing for the XNEW1 subroutine is presented in Figure 3-19 and
Appendix IV-17, XNEW1 defines the end condition directly from a single simulation
of the trajectory segment contained within the current GIS blockT and is designated
as a (1 x1) iteration.

*See Section 4.2.3.2 for the definition of a control variable group.
tSee Section 4.2.3. 2and 3.2, 3.1 for the definition of a GIS block.
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Figure 3«18. Subroutine CNTVR Flow Diagram
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WRITE "END CONDITIONS ARE
INVARIANT TO CONTROL
PARAMETERS"

| WRITE "CONTROL VARIABLE

EXCEEDED LIMIT IN XNEWK"

!

X -X] YES
~y2.vs
NO
X1 = X3
Yi-Y2

1ICYC = ICYC + 1
A = Yl -ECREQ
32 -« Y2-ECRpQ

WRITE "EXCEEDED MAXIMUM
NUMBER OF ITERATIONS IN XNEW *

Figure 3«19, Subroutine XNEW1
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The XNEW1subroutine utilizes a conventional Newton~Raphson iteration
technique in which the new value of the control variable is predicted by assuming a
constant slope for the function in order to predict a new ""more nearly correct"
value for the control variable. The first step is completed by assumiug an initial
value for the control variable and then computing the trajectory segment directly
(V and Q arrays defined) or with internal iterations according to the iteration mode
which is employed to obtain the corresponding end condition. The se cond step is
obtained by incrementing the control variable by a specified value and in a similar
manner defining the correspording end condition. From these two sets of conirol
variable-end condition parameter pairs, the Newton-Raphson technique is employed
to predict a new control variable value, This last procedure is repeated until either
successful convergence is obtained, an excessive number of iterations are made, or
an error occurs. At each step, the immediately preceding control variable-end
condition is used together with either the second or third preceding control variable-
end condition, selected on the basis of which corresponding end condition is closest
to the required end condition, to define the next vulue for the control variable.

3.2.3.4 XNEW4. The XNEW4 subroutine is similar to the XNEW1 subroutine in
program organization and operation, however this routine is designed t¢ perform
simultaneous iterations on two control variable groups*. The flow diagram and
FORTRAN listing appears in Figure 3-20 and Appendix IV-18,

The XNEW4 subroutine performs a simultaneous iteration on two control
variable group-end condition pairs where the end conditions are evaluated at each
iteration step by direct simulation of the trajectory segment which is contained
within tae GIS blockt and is designated as a (2 x 2) iteration.

The program form of subroutine XNEW4 is similar to that of subroutine
XNEW1 except, of course, it is expanded to process more than one iteration variable
and it computes and uses itera tion end condition/primary control variable partial
derivatives to predict the new values for the control v.riables. After the initial set
of control variable-end conditior pairs are defined, the initial partial derivative
values are evaluated. The first prediction of the values of the control variable is
accomplished by using the initial values of the partial derivatives and by assuming
that these values are constant over the required range of the control variable values.
Prior to all subsequent iterations, the value of each partial derivative is adjusted
to reflect the accuracy of the previous control variable prediction.

*See Section 4.2.3.2 for the definition of a control variable group.
An ileration step is completed when the iteration end conditions are evaluated,
+ See Section4. 23.2 and 3.2.3.1for the definition of a GIS block,
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( ( ENTER XNEW )

‘ cv IS THE CURRENT VALUE OF ONE OF THE
PRIMARY CONTROL VARIABLES

MCYC 1S DEFINED
. 1CYC - 1 EC IS THE CURRENT VALUE OF ONE OF THE

PRIL = © ITERATION END CONDITIONS

CALL CNTVR ONCE FOR EACH ECppq 1S THE REQUIRED VALUE OF ONE OF THF

' CONTROL VARIABLE TO DE FINE END CONDITIONS —_—
) EACH CV VALUE ICYC IS THE PREDICTED ITERATION STEDP NUMBER
R tPRTL IS THE FLAG WHICH SIGNALS THE EVALUATION OF THE PARTIAL

DERIVATIVES
MCYC IS THE MAXIMUM NUMBER OF PREDICTED ITERATION STEPS

{ CALL TRAJB TO DEFINE EACH Ec]--————— CALL CNTVR ONCE FOR EACH CONTROL VARIABLE
TO DEFINE APPROPRIATE V AND Q PARAMETERS

ARE
CURRE? -
C VALUES WITHLN RITE "SUCCESSFU]
TOLERANCE OF THE YES _ ICONVERGENCE IN
ORRESPONLING ECgpq XNEW *
VALUES?
NO
= KITE "EXCEEDED MAYXIMU WRITE "END CONDITIONS
1¢€YC > YES MBER OF ITERATIONS - ARE INVARIANT TO CON- |__ A
MCYC? XNEW TROL PARAMETERS"
N
EXIT
s NO
1PRTL > 0? IPRTL = )
YES
CMPUTE WRITE "CONTROL VARIABLE |
ARTIAL EXCEEDED LIMIT IN XNEW: *
E RIVA y
PREDICT NEW
VALUES FOR THE LoTs AMOVE
ARTIAL CONTROL SPECIFIED MAXIMU
RIVATIVE VARIABLES VALUES
[maw CV VALUES)
|lcvc =ICYC + 1]
YES

Figure 3=2Q. Subroutine XNEW4 Flow Diagram
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This procedure. which was obtained from Reference 7., adjusts euch partial
der:vative according to the following expression:

= - == L L. (3-1)
*k | ADJUSTED * | PREVIOUS Kby
2
where hk = A’ﬁ( 0
X = the kth primary control variabie
yj = the jth iteration end condition
Yk = the required end condition value for Vi

i

the previously predicted increment for X

-~

ot

-
|

the ‘nitially specified increment for X

A = 1 -
yj the last difference Yk Vi

N [ax”
M = Z ‘;k_ for N primary control variables
k=1

This procedure has been used extensively and has been found to reduce the number

of required iterations by about 1. to 20 percent from the conventional planar iteration
procedure which assumes constant partial derivatives

3.2.3.5 TRAJB. The purpose of subroutine TRA/B is to initiate the numerical
integration which computes the required trajectory simnlation secions. TRAJB
prints the simulation section output headers, the summary iteration control variable-
end condition parameters statements, and tte summary burnout weight-jettison
weight statements. In additioa the necesary bookkeeping for the initiation of a tra-
jectory segment, for the storage of the Z array and the absolute time at the end of

a trajectory segment, and for the jettison weight options ig accomplished in TRAJB.
A summary flow diagram is shown in Figure 3-21 and the corresponding FORTRAN
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INITIALIZATL i1 OF THE Z ARRAY
FROM STORAGE FOR THE CURRENT
TRAJECTCORY SEGMENT

IMITIALIZATION FOR THE r__NSEC o
FIRST TRAJECTORY SEGMENT
CALL INTGRT PRINT SECTIONAL

OUTPUT HEADERS

ITERATION END CON - CALL ENDCN FOR EACH REQUIRED

DITIONS (EC VALUES) TO BE | ITERATION END CONDITION AT THE
DE FINED IN THE NSEC-th END OF THE NSEC-th SIMULATION
S8ECTION

NSEC = NBEC + 1

LESS THAN 10§

BAVE Z ARRAY FOR SUBSEQUENT
TRAJECTORY SEGMENTS

JETW(NSEC) IS THE
JETTISON WEIGKT

AND I8 SUBTRACTZD
FROM THE CURRENT
TOTAL WEIGHT TO
REDEFINE THIS WEIGHT

lé

TRAJECTORY USED
IN AN ITERATION?

THE CURRENT TOTAL WHRITE JETTISON
WEIGHT I8 REDE FINED WEIGHT SUMMARY
TO BE - JETW(NSEC) TWATE PUMMART 5T

PLUS 1HE PAYLOAD, ‘ o TATEMENT

OF TR % ITERATION END CON- EXIT
OF Tnar mED)

EC I8 AN ITERATION END CONDITION VALUE

JETW (NSEC) IS THE JETTISION WEIGHT PARAMETER FOR THE NSEC-th SIMULATION SECTION
KA I8 THE NUMBER OF THE FIRST SIMULATION SECTION IN A TRAJECTORY SEGMENT
KB 18 THE NUMBER OF THE LAST SIMULATION SECTION IN A TRAJECTORY SEGMENT
NSEC 18 THE NUMBER OF THE CYYRRENT SIMULATION SECTION.

Figure 3«21, Subroutine TRAJB Flow Diagram
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listing is presented in Appendix IV-19., TRAJB also causes the value(s) of iteration
end condition(s) to be determined at the completion of their corresponding simulation
section by ealling subyoutine ENDCN.

The jettison weight options provide the means to either subtract a specified -
weight from the total weight at the end of a simulation section or to reset the curren*
total weight to a required initial weight for the subsequent simulation section. Thic
latter option is evercised whenever the jettison weight parameter, "JETW(K)", is
input with a value which is less than -0,00001; in this case the total weight is reset
to a value equal to -"JETW (K)'"" plus the specified payload.

3.2,3.6 ENDCN. Subroutine ENDCN defines the value of the iteration end condition(s)

from either the time parameters T and TR or the Z array. The simplicity of this
method for defining the general iteration end conditions is a direct result of using the
Z array to represent all parameters which are computed once during each integration
step. A flow diagram and the FORTRAN listing of ENDCN are presented in Figure
3-22 and Appendix IV-20 respectively.

3.2.3.7 INTGRT. Subroutine INTGRT performs two functions: the first function

is to numerically integrate the twelve differential equations which define the vehicle
motion, weight, velocity losses, and heating parameter; the second function is to
provide a general means to terminate the integration procedure. This latter function
is called section termination. The flow diagram for this subroutine and the corres-
ponding FCRTRAN listing are presented in Figure 3-23 and Appendix IV~21
respectively.

The efficient yet simple Kutta-Merson nume rical integration scheme, which is
described in detail in Section 2.2.2.7 is used for this subroutine. This scheme is
incorporaied in INTGRT by simply FORTRAN coding Eq. 2-51 inside 2 DO loop
which applies these equations to all twelve differential equations. The derivative
elements (f ) of these equations are evaluated by calling the differential equation
definition subroutine EQTNL which in turn calls the necessary modeling subroutines.
This evaluation can become lengthy in terms of computer time; consequently it is
necessary to avoid any redundancy in this evaluation, The Kutta=Merson scheme
requires at least five such evaluations per integration step. At the end of each
integration step the logic tests are performed to indicate if the integration tolerances
are met and whether the integration over that step is acceptable with no increase in
integration step size, acceptable with a subsequent expansion in step size, or
unacceptable requiring a reattempt with a smaller step size. The arithmetic opera-
tions of this integration process are performed in DOUBLE PRECISION thus
eliminating uncertainties in numerical values which can occur when taking
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ENTER ENDCN
WITH LCV

DEFINE ISEND

- ISEND = ?
° v
EC(LCV) =T EC(LCV) = TR EC(LCV) = Z (ISEND)
{ ;-( EXIT )-< 1
EC(LCV) THE LCV-th END CONDITION VALUE
LTV DENOTES WHICH END CONDITION IS BEING DE FINEL
ISEND CODE NUMBER FOR THE LCV-th END CONDITION
T IS THE ABSOLUTE TIME
TR IS THE TIME MEASURED FROM THE INITIATION OF
THE CURRENT SIMULATION SECTION
zZ IS A GENERAL ELEMENT OF THE Z ARRAY.

.Figure 3«22, Subroutine ENDCN Flow Diagram
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differences where the difference is several orders of magnitude lese than the
magnitude of difference variables. The Kutta~Merson integration technique as
coded for INTGRT incorporates three special logic options. These are:

a. If the required step size is reduced below an input minimum allowable
value, it is possible to either terminate the integration, or continue
integration with the preceding integration step size which is greater
than the minimum allowable s.ep size. Both options print appropriate
diagnostics indicating the integration errors which occurred,

b. Special logic is provided to reset the relative azimuth, the geocentric
latitude, and longitude upon crossing a pole. This procedure is described
in Section 2,2,2,5,

¢. A cycle test option is provided for both the relative azimuth and the
longitude. These parameters can be either constrained to the principal
cycle, that is between zero and 360 degrees, or they can be allowed to
take any value that results from integration. Simplicity in the use of
the output data normally makes it desirable to constrain these variables
to the principal cycle; however, when section termination or iteration
~nd conditions are based on one of these parameters and it is likely that
the values of the parameter will be near zero or some integral multiple
of 360 degrees, it is necessary to provide continuity in the value of the
parameter by not restricting it to the principal cycle. This is necessary
in order to allow the appropriate iteration to onerate properly.

There are two meth~ds which are available to terminate the numerical inte-
gration; these are the primary general section termination procedure and the back-
up time termination procedure.

The primary termination procedure is initiated whenever the current valne of
the selected parameter has passed the required termination vaiue in the specified
direction. This procedure consists of using a Newton~-Raphson iteration to
determine the value of the integration step size which will result in the termiration
parameter attaining the specified termination value and then reattempting the
iteration step. Up to ten such iterations are allowed for any termination; in the
evernt that termination is not completed by the end of the tenth iteration, termination
is then executed anyway with an appropriate diagnostic. This general termination
procedz:j.‘e allows the use of the time parameters (absciute time or section relative
time) or any parameter of the Z array to be used as the termination parameter.

3=4]
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The backup time termination procedure is an auxiliary termination option and
is initiated whenever the time excceds a specif ied (by program input) time value and
the primary termination logic has not been entered. Either absolute time or section
relative time may be used. The termination procedure is identical to that »f the
primary termination option except that it is secondary to the primary option and
limited to the time parameters.

3.2.3.8 PAROUT. Subroutine PAROUT is used to output the values of the para-
meters which are computed during each intcgration step. These parameters which
include the absolute time, the section relative time and the specified elements of the
Z array are output according to the specified output option. A FORTRAN listing of
PARDUT is presented in Appcadix IV-22,

3.2.3.9 EQTNL, The primary purpose of subroutine EQTNL is to evaluate the

derivative functions which comprise the twelve differential equations that are numer-

ically integrated. EQTNL is also used to either directly evaluate or cause evaluation
to be accomplished of all the trajectory parameters which are computed at least once

during each integration step. A summary flow diagram and FORTRAN listing of sub-

routine EQTNL are shown in Figure 3-24 and Appendix IV-23, respectively.

To evaluate the differential equations, it is first necessary tuv evaluate all of the
trajectory pararmeters which contribute to the value of the coefficients and terms of
these equations. These parameters, known as the necessary parameters, define or
contribute to the definitior of the forces (both environmental and applied) which act
on the vehicle, After the initialization of parameters which is performed on the
first call to EQTNL during a simulation section, the vehicle attitude angles are de-
fined by calling subroutine ANGLE. Next the planet surface geometry and gravita-
tional acceleration vector are determined, The current altitude can then be deter-
mined and is used subsequently in the evaluation of the atmospheric environmental
parameters if they are required. These parameters are evaluated by calling sub-
routine ATMOS, If applied aerodynamic force models are specified and if the at-
mospheric environmental model has been defined, these aerodynamic forces are
defined by calling subroutines AERO1 and/or AERO2 and/or AERO3 as appropriate.
Next the propulsive characteristics are determined, if they are required by calling
subroutine PRPSN, At this point all the parameters which are required to defire the
total applied forces have been defined. If & modulation is required for constant 'y
flight (see Section 2.2.2), a Newton-Raphson iteration is used to iteratively deter-
mine the value of @ to meet the conditions for constant 7 flight, In this case the
applied aervdynamic and propulsive forces must be reevaluated as they are
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Figure 3-24, Subroutine EQTNL Flow Diagram
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functionally dependent on &, If 0 modulation for a constant vy flight is required (&
and 0 modulation cannot be called simultaneously), the roll angle (0) is simply
adjusted to meet the constant ¥ condition; in this case it is not necessary to iterate
on the value of 0, It is noted that either & or 0 modulation can be used with either or
both applied aerodynamics or/and propulsive forces, After the applied forces and
any required ¢ or 0 modulation is computed, the differential equations are then
evaluated. At this point, the computations which are required during the numerical
integration process hnve been completed and for intermediate calls from INTGRT
control is returned to INTGRT,

For the first and the last call from INTGRT and at the successful completion of an
integration step, all other trajectory parameters which are computed at l1zast once dur-
ing an integration step are ncw evaluated, The computations of these parameters,
which are called the after-the-fact parameters, are deleted for the intermediate calls
to EQTNL during integration steps as these parameters are not required in the evalua-
tion of the terms and coefficients which comprise the differential equations. The effec-
tive pitch rate (as specified or an average) is determined first; then the inertial velo-
city, flight path angle, and azimuth are evaluated. If the optional orbital elements are
required, these are evaluated next. Instantanecis impact conditions can also be com-
puted if required. These conditicns are an optional part of the orbital elements. If the
optional vector components are required, they are then determined. The down-
range is then evaluated and if the cross range is required, it is subsequently deter-
mined. The radar site information (e.g., slant range, elevation angle, and azimuth) is
computed as an optional part of the downrange - cross range segment of EQTNL.
Upon evaluation of the downrange, control is returned to subroutine INTGRT.

3.2.3.10 ANGLE. . The attitude of the vehicle is determined in subroutine ANGLE,
A summary flow diagram and FORTRAN listing of subroutine ANGLE are presented
in Figure 3-25 and Appendix IV-24, respectively.

The roll (bank) and yaw angle of attack are defined according ic: the option which
is specified by program input. The option by which the pitch orientation of the vehicle
is determined is also defined by program input. In this ¢ase either the pitch angle*
or the pitch angle of attack can be defined first; and the other of these two parameters
can then be defined. These options are described in detail in Section4. 2. 3.6. The
pitch angle can be defined directly by a simple iinear equation or it can be obtained
from a pitch rate table. For this latter case, constant pitch rates are assumed dur-
ing specified time intervals. To facilitate use of this table, an equivalent pitch
angle table which defines pitch angle as a function of time is defined on the initial
call to ANGLE during a simulation section, The table look-up procedure then obtains

*The pitch angle is the angle from the current geocentric radius vector (up
direction) to the positive vehicle roll axis.
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18 THE 1-th INPUT TIME ARGUMENT POR THE ITEL~th § TABLE

18 A CONSTANT PITCH ANGLE OF ATTACK TERN POR THF MIRC-th
SMULATION S8ECTION

Figure 3«25,

3«45

Q{84, NSEC)

T
THXSEC)

wie)

€ Q >»g

18 A CONSTANT TIME TERM WHICH 18 USED WHEN DEFINING ARGT
FOR THE NSEC-th SIMULATION SECTION

18 THE CURRENT APSOLUTE TIME

I8 THE ABSOLUTE TIME AT THE INITIATIOX OF THE KBEC-th
SIMULATION SECTION

18 THE INITIALIZATION FLAG

W(§) =~ 0,1 FOR THE INITIAL CALL TO ANGLE DURING A
SIMULATION SECTION
W(6) = 1.1 FORSUBSEQUENT CALLS TO ANGLE

18 THE PITCH ANGLE OF ATTACK
I8 THE YAW ANGLE OF ATTACK
18 THE ROLL (BANK) ANGLE

18 THE PITCL ANGLE

Subroutinz ANGLE Flow Diagram
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the pitch angle at the initiation of the current pitch rate and then adds it to the change
in pitch angle which occurs from this time, The pitch angle table is provided with

a memory flag which after the initial call to ANGLE (at the beginning of a simulation
section), starts the table search procedure at the time of the previous entry., This
feature minimizes the search time and yields an extremely fast table look-up pro-
cedure, r'ive of these pitch rate tables are available; any one of these can be speci~
fied during a simulation section.

3.2.3.11 ATMOS. Subroutine ATMOS is used to define the atmospheric ambient
pressure and the velocity of sound as a function of altitude, Thi= definition is accom-
plished with a single independent variable (the altitude) table look-up procedure.

The table look-up procedure utilizes a memory flag which starts the table search
procedure at the altitude value of the previous entry for all calls to ATMOS after

the Initial call at the start of a simulation. This feature provides an extremely

rapid evaluation of the two dependent variables, the atmospheric pressure and the
velocity of sound. A summary flow diagram and corresponding FORTRAN listing
are presented in Figure 3-26 and Appendix IV-25, respectively.

3.2.3.12 AERO1, AERO2, AND AERO3. Subroutines AERO1, AERO2, and
AERO3, which are called the AEROK subroutines, are used to define the aerodynamic
yaw force coefficient (C 7)» the aerodynamic axial force coefficient {C ¢)» and the
aerodynamic normal force coefficient (Cr), respectively, 2~ a function of Mach
number and the appropriate angle of attack. See Section 4.:.3.6 for the aefinition of
coefficients and the corresponding independent variables. These evaluations are
performed by means of a double independent variable (Mach number and the appro-
priate angle of attack) table look-up procedure similartothe single variable procedure
used in subroutine ATMOS. This procedure utilizes two memory flags to initiate
the table search procedure at the Mach number and angle of attack values of the pre-
vious entry for all calls to AEROK after the initial call at the start of a simulation,
and consequently provides an extremely rapid definition of the required aerodynamic
coefficient. A summary flow diagram and corresponding FORTRAN listing are shown
in Figure 3-27 and Appendicee IV-26, IV-27, and IV-28. The AEROK subroutines
are identical in form with the exception of a minor logic statement which is in-
cluded in AERO1 to provide automatic symmetry about a zero yaw angle of attack for
Cy There are five available tables for AERO2 and AERO3. The yaw modeling of
AEROL1 is currently not available in order to reduce core requirements, A dummy
""do nothing" AEROL1 is currently used in SSSP, Any one of these five tables for
each AEROK subroutine may be specified during a simulation section.
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Figure 3=26, Subroutine ATMOS Flow Diagram
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Figure 3-27, Subroutine AEROK Flow Diagram
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3.2.3.13 PRPSN. The current total effective thrust, propellant flow rate, and
specific impulae are determined in subroutine PRPSN, Three principal methods are
available; these are use of a SIMPO* propulsion model, a thrust-time table, or a
combination of SIMPO plus a thrust-time table. A summary flow diagram of this
subroutine appears in Figure 3-28 and a FORTRAN listing is presented in Appendix
Iv-29,

If a SIMPO mcdel is to be used by itself (e.g., with no thrust table) the current
thrust level, propellant flow rate, and specific impulge are evaluated according tc
the option which is specified by program input. These options are defised in detail
in Section 4,23.6 Propulsion Models. Upon completion of this evaluation, control
is retureed to subroutine EQTNL.

Whenever a thrust table is epecified, the thrust and propellant flow rate elements
which are defined by table are processed first, Tnere are five propulsion tables
which are available, any one of which can be specified during a simulation section.
These tables utilize the same efficient memory procedure which is used in the atmos-
phere table of subroutine, except here the e'ements which have different definitions

ere dimensicnedforfive tables. These tables define vacuum thrust and propellant
flow rate (if specified) as a function of a time argument which is equivalent {o time
measured from 2 reference time in a reference simulation section, Whenever the
current time precedes the first table time argument, the vacuvm thrust and propeilant
flow rate which are defined by the table are assumed to be zero. Upon definition of
tne vacuum thrusi, the p: mellant flow rate can either be defined by its own table
(correspordingly, fiv.. propeliant flow rate iables are availabie which utilize the same
time argumern. v&’ . as their associated thrust table) or from an effective vacuum
specific impulse corrected to include the effects of 11l weight which is expended
during the motor burn (e.g., expended inertc, thrust vector control fluids, etc.).
The current thrust level is then determined as a function of atmospheric pressure,
motor exit area. the number of motors, aad the "10zzle cant angle. Sec Section 4.6.5
for a complete definition of the available options. If no SIMPO model is to be added
*o the thrust table model, the effective specific impulse is then computed and control
is returned to subroutine EQTNL.,

*A SIMPO propulsion model consists of tkree propulsion parameters from which the
effective thrust, propellant flow rate. and sy scific impulse can be obtained.
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If a SIMPO model is to be added to a table model, this is accomplished after the
effective thrust and propellant flow rates modeled by the thrust table hav~ been com-
puted. These parameters are then stored as Z27 and Z47 (temporary siorage not
to be confused with the Z array), respectively, and then the specified SIMPO modcl
is employed to define the effective thrust and propellant flow rate which is modeled
by SIMPO, according to the SIMPO option which is specified by input. These para-
meters are each added to 227 and Z47, respectively, to obtain to total combined
effective thrust level and propellant flow rate. The total combined epecific impulse
is then determined and control is returned to subroutine EQTNL,

3.2.3.14 TRAN1, TRAN2, AND TRAN3. Subroutines TRAN1, TRAN2, and
TRANS3 simply execute the arithmetic operations required for the transformations
defined by Eq. [M-5] or [M-71], and [M-8], respectively. The required initial
vector components and the sine and cosine values are introduced to the program by
means of the CALL statement list, thus providing generality of application to other
matrices having the same form and eliminating redundant calculation of the sine
and cosine values, The components of the transformed vector are returned to the
calling subroutine (inthis case, EQTNL) via the CALL statement. Listings of the
TRAN1, TRAN2, and TRAN3 subroutines are presented in Appendix IV-30,

3.2.3.15 QUAD. Subroutine QUAD is used to constrzin angular quantities to the
principal cycle, that is, between 0 and 360 degrees. This is accomplished by
repetitive addition or subtraction of 360 degrees to the angular quantity until the
quantity is adjusted to be within the principal cycle. a FORTRAN listing of QUAD
is presented in Appendix IV-31,

3.2.3.16 QARG. The purpose of subroutine QARG is to provide an automatic
means to obtain either degrees or radians when evaluating the arcsine, arccosine,
and arctangent functions and to provide the appropriate logic to bypass computational
errurs which occur when the argument of either the arcsine or arccosine function is
outside the acceptable bounds (* 1). In this case the function is evaluated for the
boundary value nearest the value of the argurient. A FORTRAN listing is presented
in Appendix IV-32. .

3.2,4 WTVOL CVERLAY

The weight/volume overlay consists of a main driver program (WTVOL), the three
subroutines required by thc driver for the weight/volume computations (WTSCH,
SOLVE, TAMPER), and six subroutines (PRINTW, PRINTV, PROTHR, PRWTSM ,
PRITEQ, PRITVA) v-ed to print the weight/volume data. These ten routines are
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discussed in the subparagraphs of this section.

3.2.4.1 WTVOL Program. The WTVOL routine, an executive driver, controls

the cor- .utation and printing of the weight and volume data and contains the logic

for the four sizing options, iterating to: (1) gross weight at lift -off, (2) gross
orbiter weight, (3) orbiter propellant weight, and (4) thrust-to~weight ratio at lift-
off. A rapid convergence technique, Newton~Raphson, is used for the first three
options. A modified straight iterative is used for the thrust-to~weight ratic at lift-
off option. A flowchart for WIVOL is shown in Figure 3-29 and the FORTRAN listing
is in Appendix IV-33. .

3.2,4.2 WTSCH Subroutine. The subroutine WTSCH computes the propellant and
design weights, vehicle geometry data, vehicle structure and subsystems weights,
and sums the vehicle weights. Volume II of this report contains the explanation of
the equations along with substantiating data cu-ves. A flowchart for WTSCH is
presented in Figure -3¢ and the FORTRAN listing appears in Appendix IV-34.

3.2,4.3 SOLVE Subroutine. The subroutine SOLVE employs a Newton-Raphson
iteration procedure to drive the difference in gross stage weight that is the estimated
input ard the gross stage weight that is obtained from the WTSCH subroutine to zero.
Appendix TV-35 contains the FORTRAN listing of SOLVE.

3.2,4.4 TAMPER Subroutine. The subroutine TAMPER acts as an in*erface for

the WTVOL and GTSM overlays. Weights, propulsion characteristics (sea level

and vacuum thrust and specific impulse), and vehicle reference areas determin_u in
the WTSCH subroutine are defined for GTSM variable names. A pitch rate algorithm
is evaluated, Two alternate entries (ORBSUM and BO( 3.1 are used to store weights,
volumes, and geometry which will be printed by the rou...: SUMOUT. A flow diagram
for TAMPER is shown in Figure 3-31 and the FORTRAN listing is in Appendix IV-36.

3.2.4.5 PRINTW Subroutine, The weight breakdowr: ;or both the orbiter and booster
stages is printed by the subroutine PRINTW, A sample output from this routine is
shown in Sec. 5.1.1 . The driving program WTVOL calls PRINTW only if a
converged case is being printed or if the input flag INTOUT has been proprerly set

by the user. The FORTRAN listing for PRINTW is presented in Appendix IV-37.

3.2.4.6 PRINTV Subroutine. -The volumes of the booster and orbiter stages are
printed by the subroutine PRINTV which is called by WTVOL only for a converged
case of if the input flas WTOUT has “en properly set. A sample output printed by
this routine is shown . ' i->c. 5.1.1 . The FORTRAN listing of the PRINTV routire
appears in Apperdix '+ ¢
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WTVOL SUBROUTINE FLOWCHART

SET INTLaNAL NAMES, INCREMENT
ITERATION COUNTER, INITIALIZE
CHUNTERS

(o)

CALL ORBC.AL

. (SET ORBITER DATA)
. 1

CALL wrsci
CALL SOLVE

» (COMPUTE ORBITER WEIGHTS ANP
VOLUMES )

CALL PRINT ROUTINES:
PRINTW
"RINTV
PRVTSM
3
[708% caLcuLaTED onpITER wEIGErs ]——m
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(STORE ORBITER WEIGHTS FOR SUNNARY
PRINTOUT)
™y CALL ORBSTO
v ¥ (STORE ORBITER WORKING VARIABLES
POR USE ON_NEXT PASS)

O

€ALL BOOCAL
(SETY POOSTER DATA)

1 . | rixep »oostex mmusy v_]-———-ns————aé:@
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CALCULATE VACUUM THRUST 10 WRIGHT?
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* @

CALL WTSCH
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{COMPUTE BOOSYER WEIGHTS AND
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gure 9 Program WIVOL Flow Diagram
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400
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(STORE BCUSTEI (EIGHTS AND
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(SAVE BOOSTER WORKING VARIABLES
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3
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Figure 3-2¢ (Cont)
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WISCH SUBROUTINN FLOWCHAR®

S0M JETTSION WRIGHTS COMPUTED IN
PREVIOUS ITERATIO
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3.2,4.7 PROTHR Subroutine. The design data page of the sample output shown
in Sec. 5.1.1is orinted by the subroutine PROTHR which is called from the
subroutine PRINTV. This information is printed only for a converged case or if the
print flag WTOUT has been set by the user, The FORTRAN listing of the subroutine
PROTHR is shown in Appendix IV-39,

3.2,4.8 PRWTEM Subroutine, The weight summary information as shown in Sec
5.1.1 is prinited by the subroutine PRWTSM which is called from WTVOL. The
printout occurs only for a converged case or when the input flag WTOUT has been
set by the user. Appendix IV-40 contains the FORTRAN listing for subroutine
PRWTSM.

3.2.4.9 PRITEQ Subroutine. The input arrays of weight and volume coefficients
that are non~zero are printed by the subroutine PRITEQ as shown in the sample
output in Sec., 5.1.1 . Appendix IV-41 contains the FORTRAN listing of subroutine
PRITEQ.

3.2.4,10 PRITVA Subroutine, The geometry sizing coefficients as shown in

Sec. 5.1,1 are printed by the subroutine PRITVA which is called from the subroutine

PRITEQ. The printout occurs for a converged case or if the flag WTOUT has been
set by the user. A FORTRAN listing of PRITEQ is shown in Appendix IV-42,
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